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Abstract

Organisational	research	has	studied	the	tension	between	exploration	and	exploitation	for	years.	In	essence,	this	body	of	research	agrees	on	the	necessity	of	a	balance	between	explorative
and	exploitative	processes	to	prevent	an	organisation	from	falling	into	a	learning	trap.	Thus,	to	enhance	the	active	management	of	this	balance	in	organisations,	a	deeper	theoretical
understanding	of	the	factors	that	influence	the	development	of	exploration	and	exploitation	has	to	be	gained.	One	of	the	recently	discussed	factors	is	the	interplay	between	exploration	and
exploitation	on	different	organisational	levels.	This	paper	picks	up	this	discussion.	It	provides	an	in-depth,	computer	simulation-based	analysis	of	the	performance	of	organisational	types
with	varying	degrees	of	within-group	and	between-group	exploration	and	exploitation	in	situations	of	different	degrees	of	task	complexity.	The	findings	indicate	that	a	high	share	of	between-
group	processes	as	compared	to	within-group	processes	positively	influences	the	organisational	performance	level	and	that	dependent	on	task	complexity	the	optimal	share	of	exploration
and	exploitation	varies.

Keywords:
Organisational	Learning,	Experience-Based	Learning,	Exploration,	Exploitation,	Knowledge	Management,	Genetic	Algorithms

	Introduction

1.1 After	environmental	shocks,	like	the	recent	financial	and	economic	crisis,	organisations	have	to	perform	considerable	adaptation	processes.	In	these	situations	they	can	either	try	to	change
the	way	they	act	in	a	rather	incremental	way,	i.e.	undergo	a	phase	of	exploitation,	or	they	can	try	to	change	their	behaviour	more	radically,	i.e.	perform	a	process	of	exploration.	In	most
instances,	organisations	will	exhibit	a	mixture	of	both	adaptation	strategies,	as	they	are	not	one	monolithic	entity	but	they	consist	of	various	subunits	on	several	organisational	levels	that	can
at	least	partly	choose	their	own	adaptation	strategy.	Here	the	question	rises	of	what	would	be	an	optimal	level	of	exploration	and	exploitation	within	and	between	the	mentioned	subunits	to
stabilise	an	organisation	after	such	an	environmental	shock.

1.2 After	several	decades	of	research,	literature	on	exploration	and	exploitation	agrees	on	the	necessity	of	a	balance	between	explorative	and	exploitative	processes	to	prevent	an	organisation
from	falling	into	a	learning	trap	(March	1991;	Babuji	and	Crossan	2004;	Auh	and	Menguc	2005;	Espedal	2008).	Yet,	the	questions	of	how	this	balance	can	be	achieved	and	of	what	actually
would	be	an	optimal	equilibrium	between	exploration	and	exploitation	still	are	topics	of	discussion	(Auh	and	Menguc	2005;	Gupta	et	al.	2006;	Jansen	et	al.	2006;	Greve	2007;	Sidhu	et	al.
2007;	Li	et	al.	2008;	Fang	et	al.	2010).

1.3 Thus,	to	bring	forward	theory	building	and	to	enhance	the	active	and	effective	management	of	exploration	and	exploitation	in	organisations	especially	after	severe	environmental	shocks,	a
deeper	theoretical	understanding	of	the	different	possible	explorative	and	exploitative	processes	within	organisations	and	their	respective	effects	on	organisational	performance	still	is
necessary.	Hence,	recent	research	has	started	to	investigate	the	influence	of	different	organisational	levels	on	the	effective	interplay	between	exploration	and	exploitation	(e.g.,	Holmqvist
2004;	Taylor	and	Greve	2006;	Belderbos	et	al.	2010;	Fang	et	al.	2010).

1.4 Since	groups	comprise	the	building	blocks	of	organisations,	the	differences	in	performance	outcomes	of	explorative	and	exploitative	processes	on	this	level	are	of	special	interest	to	an
integrated	theory	of	exploration	and	exploitation.	This	even	more	so	as	the	group	level	operates	as	a	mediator	between	explorative	and	exploitative	processes	on	the	individual	and	on	the
organisational	level.	However,	beside	the	studies	by	Taylor	and	Greve	(2006)	and	Fang	et	al.	(2010)	literature	provides	relatively	little	results	regarding	the	specifics	of	group-level
exploration	and	exploitation.	The	paper	picks	up	this	research	gap.	It	analyses	within-group	and	between-group	exploration	and	exploitation	under	the	condition	of	an	environmental	shock,
as	then	an	organisation	is	in	a	critical	state,	in	which	learning	processes	are	crucial.	Moreover,	the	study	incorporates	two	further	aspects:	First,	as	previous	research	indicates	(Thompson
1967;	March	1991;	Miller	et	al.	2006),	task	complexity	might	have	an	impact	on	the	performance	outcomes	of	different	explorative	and	exploitative	regimes.	Second,	both	exploration	and
exploitation	are	always	based	on	pre-existing	knowledge.	Thus,	also	the	breadth	of	the	existing	knowledge	pool	on	which	these	processes	operate	might	have	an	impact	on	their	outcomes.
Therefore,	the	following	analysis	incorporates	both	contingent	aspects.

1.5 Literature	on	ambidextrous	organisations	points	to	the	fact,	that	within	organisations	some	organisational	units	might	be	exclusively	dedicated	to	exploration	while	others	only	perform
explorative	activities	(Tushman	and	O'Reilly	1996;	Benner	and	Tushman	2003).	Consequently,	it	is	reasonable	to	examine	the	performance	of	such	isolated	regimes.	Nevertheless,	in	most
instances,	organisations	are	characterised	by	a	mixture	of	exploration	and	exploitation.	Therefore,	the	following	study	also	is	dedicated	to	the	performance	of	organisations	that	have	different
degrees	of	within-group	and	between-group	exploration	and	exploitation.	In	sum,	the	paper	explores	the	questions

1.	 of	how	within-group	and	between-group	explorative	and	exploitative	processes	differ	with	respect	to	their	performance	outcomes	and
2.	 of	how	organisations	that	are	characterised	by	different	degrees	of	each	of	these	processes	perform	under	different	degrees	of	task	complexity	and	different	breadth	of	knowledge

pools	after	an	environmental	shock.

1.6 With	respect	to	the	aim	of	the	paper,	both	the	finally	attainable	performance	levels	at	the	end	of	a	learning	phase	and	the	evolution	of	the	performance	levels	over	time	during	this	learning
phase	are	of	interest.	Therefore,	computer-based	simulation	is	applied	as	research	method,	i.e.	the	following	study	uses	an	agent-based	simulation	model	carrying	out	a	conceptual
experiment	(Axelrod	1997;	Epstein	1999;	Gilbert	and	Terna	2000).

1.7 The	results	of	the	simulation	study	add	the	following	aspects	to	the	existing	literature:	First,	they	point	to	significant	differences	in	the	isolated	effectiveness	of	the	within-group	and	between-
group	explorative	and	exploitative	processes.	The	introduction	of	between-group	processes	changes	the	achievable	performance	level	and	the	evolution	of	performance	over	time	of	both
exploration	and	exploitation.	Second,	the	findings	exhibit	a	superiority	of	organisations	that	allow	for	a	high	degree	of	between-group	processes	as	compared	to	organisations	which	are
characterised	by	a	low	degree	of	them.	Third,	the	results	suggest	different	equilibria	between	exploration	and	exploitation	dependent	on	task	complexity.

1.8 The	remainder	of	the	paper	is	structured	as	follows.	Section	2	consists	of	a	brief	literature	review.	Section	3	presents	the	main	assumptions	regarding	the	modelled	groups	and	discusses
different	types	of	exploration	and	exploitation.	In	order	to	analyse	the	performance	of	these	types,	the	model	is	transferred	into	a	multi-agent	simulation,	described	in	Section	4.	Section	5
presents	the	results	of	the	simulation	experiments.	Section	6	is	dedicated	to	the	major	findings	and	implications	of	the	paper,	and	identifies	future	research	possibilities.

Literature	on	exploration	and	exploitation

2.1 The	discussion	of	exploration	and	exploitation	was	fostered	by	the	seminal	work	of	March	(1991).	Based	on	the	conclusion	that	exploration	is	driven	out	by	exploitation,	March	pointed	out
that	"maintaining	an	appropriate	balance	between	exploration	and	exploitation	is	a	primary	factor	in	system	survival	and	prosperity"	(March	1991,	p.	71).

2.2 Subsequent	research	picked	up	this	finding	and	came	to	the	consensus	that	a	balance	of	exploration	and	exploitation	is	of	importance,	but	it	has	to	be	adapted	to	the	situational
circumstances	of	an	organisation	and	that	in	practice,	organisations	can	actually	succeed	to	achieve	this	balance	(Levinthal	and	March	1993;	Siggelkow	and	Levinthal	2003;	Auh	and
Menguc	2005;	Rodan	2005;	Hodgson	and	Knudsen	2006;	Lavie	and	Rosenkopf	2006;	Lazer	and	Friedman	2007;Uotila	et	al.	2009).
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2.3 Regarding	such	situational	circumstances	research	especially	focuses	on	the	importance	of	environmental	dynamic:	Lant	and	Mezias	(1992)	analyse	the	influence	of	environmental	change
on	flexibility	(exploration)	and	stability	(exploitation).	Sidhu	et	al.	(2004)	examine	the	influence	of	dynamic	environments	on	exploration	and	exploitation	exhibiting	a	positive	impact	of	a	more
dynamic	environment	on	exploration.	The	results	of	Jansen	et	al.'s	(2006)	study	indicate	a	positive,	moderating	role	of	environmental	dynamism	on	the	relationship	between	exploratory
innovation	and	financial	performance,	and	a	negative,	moderating	role	on	the	relationship	between	exploitative	innovation	and	performance.	Sidhu	et	al.	(2007)	examine	different	search
types	linked	to	exploration	and	exploitation	and	find	an	impact	of	environmental	dynamism	on	them.

2.4 Lately,	research	interest	additionally	is	shifting	towards	the	importance	of	different	organisational	levels	regarding	exploration	and	exploitation:	Holmqvist	(2004)	provides	a	framework	linking
inter-	and	intra-organisational	experiential	learning	with	exploration	and	exploitation.	Siggelkow	and	Rivkin	(2006)	find	that	in	contrast	to	a	generally	accepted	notion	increased	exploration	at
lower	organisational	levels	can	reduce	organisational	exploration	and	decrease	performance	in	certain	environments.	Taylor	and	Greve	(2006)	analyse	the	impact	of	team	compositional
factors	on	variance-enhancing	behaviour	(i.e.	exploration)	and	on	mean	performance-enhancing	behaviour	(i.e.	exploitation)	in	the	comic	industry.	Miller	et	al.	(2006)	extend	March's	model
by	several	features,	especially	by	a	direct	interpersonal	learning	dimension	allowing	for	a	further	differentiation	of	March's	results.	Mom	et	al.	(2007)	focus	on	explorative	and	exploitative
processes	on	the	management	level	exhibiting	different	influences	of	top-down,	bottom-up	and	horizontal	knowledge	inflows.	In	an	empirical	study	Belderbos	et	al.	(2010)	show	different
effects	of	inter-firm	and	intra-firm	exploration	and	exploitation	on	a	firm's	financial	performance.	The	findings	of	the	computer-based	analysis	by	Fang	et	al.	(2010)	suggest	that	the	division	of
an	organisation	in	groups	with	moderate	levels	of	linkages	might	result	in	the	highest	organisational	performance.

2.5 As	mentioned	in	Section	1,	this	paper	focuses	on	exploration	and	exploitation	on	the	within-group	and	between-group	levels	in	a	situation	in	which	the	studied	organisations	are	confronted
with	an	environmental	change	resulting	in	the	need	to	adapt	to	new	environmental	requirements.	Hence,	the	following	study	can	be	seen	as	part	of	the	latter	two	research	streams.	As
previously	discussed,	literature	already	offers	results	regarding	single	aspects	of	the	performance	of	explorative	and	exploitative	regimes	on	the	different	organisational	levels.	Yet,	to	date	it
lacks	a	coherent	theory.	The	following	study	shall	bring	theory	building	forward	by	deriving	in	a	structured	manner	stylised	mechanisms	that	point	out	the	differences	between	within-group
and	between-group	explorative	and	exploitative	regimes.	On	the	one	hand,	it	extends	the	literature	by	separating	different	kinds	of	explorative	and	exploitative	processes	and	by	studying
them	in	a	controlled	setting.	In	this	sense,	in	contrast	to	empirical	studies,	in	which	groups	to	some	extent	are	always	part	of	all	processes,	the	study	allows	for	an	isolated	examination	of
each	of	these	regimes.	This	offers	the	possibility	to	derive	the	specific	influence	that	each	of	them	has	on	the	development	of	performance	outcomes.	On	the	other	hand,	the	following
analyses	study	the	performance	outcomes	of	organisations	that	are	characterised	by	varying	shares	of	these	explorative	and	exploitative	processes.	Thus	they	provide	findings	regarding	the
question	of	what	are	optimal	equilibria	between	explorative	and	exploitative	processes	on	the	within-	and	the	between-group	level.

2.6 Literature	provides	a	wide	range	of	contingent	aspects	which	could	be	incorporated	into	the	study.	For	reasons	of	clarity,	the	analyses	shall	focus	on	only	two	of	them.	One	major	aspect	of
the	successful	creation	of	new	knowledge	and	of	learning	is	pre-existing	knowledge.	As	in	general,	pre-existing	knowledge	determines	the	possibility	to	generate,	integrate	and	apply	new
knowledge	(Cohen	and	Levinthal	1990;	Bower	and	Hilgard	1998).	Therefore,	the	first	aspect	to	be	incorporated	into	the	analysis	is	the	breadth	of	the	knowledge	pool	on	which	each	group
can	operate.	Furthermore,	tasks	can	vary	in	complexity	(Thompson	1967).	When	a	task	is	relatively	simple,	a	group	can	amass	or	generate	the	knowledge	to	do	it	alone.	Yet,	the	more
complex	a	task	is,	the	more	beneficial	the	possibility	of	knowledge	sharing	becomes.	Hence,	complexity	of	tasks	shall	be	considered	as	the	second	contingent	factor.

Model	structure

Groups

3.1 The	following	analyses	concentrate	on	explorative	and	exploitative	processes	within	and	between	groups	in	an	organisational	context.	Therefore,	they	focus	on	one	organisation	consisting	of
several	organisational	groups.	These	groups	might	be	departments,	communities-of-practise	or	project	teams.

3.2 Each	organisational	group	possesses	a	knowledge	pool	containing	a	set	of	separable	knowledge	units	(Lee	and	Ahn	2007).	Following	the	concept	of	bounded	rationality	(e.g.,	Simon	1977,
1991),	that	affects	individuals	and	therefore	also	groups,	these	knowledge	pools	cannot	contain	to	any	possible	situation	a	perfectly	fitting	knowledge	unit,	i.e.	the	knowledge	pools	are
always	limited	to	a	subset	of	problem	solutions.	However,	individuals	and,	hence,	groups	can	perform	knowledge	creation	processes	to	add	a	further	solution	to	the	existing	knowledge	pool.
Yet,	as	another	consequence	of	bounded	rationality,	these	processes	may	not	necessarily	lead	instantaneously	to	an	optimal	solution,	but	may	require	further	learning	processes.	The
learning	concept	used	here	is	thus	developed	in	the	tradition	of	the	literature	on	experience-based	learning	(e.g.,	Cyert	and	March	1963;	March	and	Olsen	1975;	Herriott	et	al.	1985;	Levitt
and	March	1988;	Carley	1992;	Levinthal	and	March	1993).

3.3 To	keep	the	results	tractable,	the	analyses	abstract	from	any	strategic	behaviour.	Hence,	it	is	assumed	that	the	groups	are	willing	to	engage	in	explorative	and	exploitative	processes	and
that	they	are	aligned	to	organisational	goals	by	an	appropriate	incentive	system.	This	assumption	is	critical,	for	in	practice	strategic	behaviour,	like	the	reluctance	to	transfer	expert
knowledge	in	order	to	protect	one's	status,	is	an	important	issue.	However,	this	paper	focuses	on	the	performance	of	different	explorative	and	exploitative	processes	with	respect	to	their
capacity	to	enhance	performance	improvements,	and	not	on	their	ability	to	cope	with	strategic	behaviour.

Stylised	learning	regimes

3.4 In	literature,	exploration	and	exploitation	are	defined	differently,	as	the	following	examples	show:	According	to	March	( 1991,	p.	71),	exploration	incorporates	"search,	variation,	risk	taking,
experimentation,	play,	flexibility,	discovery,	innovation,"	while	exploitation	is	characterised	by	"refinement,	choice,	production,	efficiency,	selection,	implementation,	execution."	Sidhu	et	al.
(2007)	focus	on	a	more	specific	definition	that	cites	the	difference	between	local	and	non-local	search.	Jansen	et	al.	(2006)	differentiate	between	incremental	improvements	and	radical
innovations.	The	characterisation	by	Levinthal	and	March	(1993),	followed	by	Rothaermel	(2001),	describes	exploration	as	"the	pursuit	of	knowledge,	of	things	that	might	come	to	be	known"
and	exploitation	as	"the	use	and	development	of	things	already	known"	(Levinthal	and	March	1993,	p.	105).

3.5 However,	irrespectively	of	the	differences	in	detail,	most	authors	associate	exploitation	with	a	process	of	refinement,	while	they	characterise	exploration	as	a	process	of	innovation.
Transferred	to	the	learning	context	that	is	of	importance	to	this	paper,	this	means,	that	exploitation	operates	on	the	existing	knowledge	pools	of	the	groups,	while	exploration	creates	new
knowledge	units.	Here,	it	is	useful	to	introduce	a	more	differentiated	concept	of	the	knowledge	units.	Actually,	they	comprise	two	components,	that	are	closely	linked	to	each	other	but	that
are	also	handled	differently	by	exploration	and	exploitation.	On	the	one	hand,	the	groups	possess	a	set	of	knowledge	specifying	how	to	do	something,	e.g.	they	can	exhibit	a	range	of
different	actions,	like	dealing	with	a	customer	in	a	very	friendly	or	in	a	reserved	way.	On	the	other	hand,	the	groups	have	beliefs	regarding	the	appropriateness	of	each	of	these	actions	in	a
certain	situation.	Hence,	each	knowledge	unit	contains	an	action	and	a	value	linked	to	this	action.	The	group	can	change	either	the	value,	i.e.	after	a	bad	experience	it	can	reduce	the
expected	value	of	a	given	action	for	a	specific	situation.	In	this	case,	the	existing	knowledge	pool	is	refined	in	the	sense	of	exploitation.	Alternatively,	the	group	can	try	an	action	that	is	new	to
the	existing	pool	of	actions.	This	is	a	process	of	innovation	and	thus	exploration.	In	contrast	to	exploitation,	this	process	comprises	both,	the	introduction	of	a	new	action	and	the	testing	of	the
appropriateness	of	this	action.	This	explorative	creation	process	can	operate	on	different	degrees	of	innovation,	as	a	new	action	might	be	only	a	bit	different	from	existing	ones	or	very
different.	Therefore,	the	following	study	incorporates	two	types	of	exploration,	one	that	exhibits	a	medium	degree	of	innovation	and	one	that	has	a	high	degree.

3.6 Both,	exploration	and	exploitation	can	occur	within	a	group	or	through	the	interaction	between	groups.	In	the	first	case,	group	members	use	actions	known	to	the	group	or	try	to	find	new
solutions	based	on	solely	the	ideas	of	the	group	members.	In	the	second	case,	groups	exchange	existing	actions	with	other	groups	or	try	to	develop	new	solutions	jointly	with	other	groups.
The	former	processes	shall	be	called	within-group	exploitation	and	exploration,	the	latter	between-group	exploitation	and	exploration	(cf.	Figure	1).
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Figure	1.	Between-group	and	within-group	exploration	and	exploitation	(cf.	for	a	similar	classification	with	respect	to	the	inter-	and	intra-firm	level	Belderbos	et	al.	2010)

3.7 In	practice,	within-group	exploitation	is	applicable,	if	the	need	for	any	knowledge	creation	or	knowledge	transfer	between	groups	is	negligible,	as	the	group	members	are	perfectly	prepared
to	cope	with	their	portfolio	of	tasks.	Alternatively,	this	process	can	occur,	if	the	groups	are	prevented	from	exchanging	knowledge	by	organisational	barriers	and	at	the	same	time	they	are
reluctant	to	deviate	from	their	existing	solutions	preventing	them	from	exploration.	In	either	case,	groups	only	operate	on	the	existing	group-specific	knowledge	pool.	This	learning	regime
constitutes	a	stylised	and	extreme	form	of	task	performance	often	found	in	strictly	regulated	activities,	like	financial	accounting.	The	group	members	and	hence	the	group	as	a	whole	have	to
follow	fixed	procedures	and	rules.	Knowledge	creation	to	pursue	innovative	solutions	for	any	given	task	is	prohibited.	Learning	only	happens	within	the	range	of	regulations	as	process	of
refining	the	evaluation	of	the	appropriateness	of	the	existing	actions	in	given	situations.

3.8 However,	exploitation	can	also	take	place	between	groups,	when	members	of	different	groups	communicate	with	each	other	and	exchange	actions.	During	between-group	exploitation
groups	do	not	create	actions	that	are	completely	new,	but	they	improve	their	knowledge	pools	as	best-practice	spreads	from	group	to	group.	This	kind	of	learning	regime	can	be	observed,	for
example,	when	companies	initiate	benchmarking	activities.	Benchmarking	projects	identify	best	practises	and	lead	to	their	diffusion	within	organisational	units.

3.9 Through	within-group	exploration,	groups	enlarge	their	knowledge	pool	by	activities	that	generate	new	knowledge.	However,	the	groups	operate	in	isolation,	precluding	knowledge	transfer
between	groups.	This	type	of	learning	might	be	typical	among	organisational	groups	that	operate	in	a	field,	in	which	highly	specialized	knowledge	is	necessary	and	the	transfer	between
groups	is	not	useful.

3.10 Finally,	exploration	can	also	occur	between	groups.	This	between-group	exploration	is	enhanced	by	a	working	situation	in	which	groups	not	only	exchange	experiences	but	jointly	try	to	come
up	with	new	solutions	to	existing	problems,	e.g.	during	product	development	activities	that	involve	different	departments.

3.11 These	four	learning	regimes	differ	in	the	way	how	they	handle	and	further	develop	the	groups'	knowledge	pools.	The	exploitative	regimes	stick	to	the	existing	actions.	However,	in	case	of	the
between-group	type	at	least	the	transfer	of	actions	between	groups	is	possible.	Hence,	in	this	case	a	group's	action	pool	can	change,	while	in	the	within-group	version	the	action	pool
remains	the	same.	Here,	only	the	judgement	of	the	appropriateness	of	the	different	actions	regarding	a	specific	problem	can	be	altered.	In	contrast,	the	explorative	regimes	lead	to	changing
action	pools	in	the	between-group	and	the	within-group	case.	However,	this	change	is	different	from	the	one	induced	by	between-group	exploitation,	since	exploration	leads	to	actions	that
can	be	new	to	the	whole	organisation.	Moreover,	between-group	exploration	operates	on	a	larger	basis	to	construct	these	new	actions	than	within-group	exploration.

	Simulation	model

Elements	of	the	simulation

Environment	and	task

4.1 The	following	simulation	model	is	structured	as	an	agent-based	model,	where	the	groups	are	represented	by	agents,	i.e.	"autonomous	decision	making	entities"	(Bonabeau	2002,	p.	7280).
Agent-based	models	are	especially	suitable	to	model	situations	in	which	emergent	phenomena	might	occur	(Bonabeau	2002).	Therefore,	this	modelling	approach	seems	to	be	a	reasonable
approach	for	the	intended	study.	To	model	the	learning	processes	the	following	simulation	partly	uses	so-called	genetic	algorithms	(Holland	1973;	Holland	1995;	Chattoe	1998;	Dawid	and
Kopel	1998).	They	are	selected	as	they	had	already	been	implemented	to	model	learning	in	different	areas	of	socio-economic	research	(Gilbert	and	Troitzsch	1999)	and	allow	for	the
consideration	of	the	derived	theoretical	assumptions.

4.2 In	contrast	to	some	other	simulation-based	studies	in	the	research	area	of	exploration	and	exploitation,	like	those	of	March	(1991)	and	Miller	et	al.	(2006),	the	groups	here	directly	interact
with	the	environment,	as	is	the	case	in	marketing	or	service	departments.	The	focus	of	this	study	is	how	well	an	organisation	containing	several	groups	can	adopt	its	actions	to	new
environmental	requirements	or	configuration	after	a	shock.	These	requirements	can	be	interpreted	as	an	expected	action.

4.3 The	environmental	configuration	is	implemented	as	a	binary	string	made	of	n	positions	ck	with	n	∈	N,	k	∈	{1,…,	n}	and	ck	∈	{0,	1}	∀	k,	e.g.	(101010)	is	one	possible	environmental
configuration,	where	n	=	6.	As	the	focus	of	the	analysis	lies	in	groups	of	one	organisation	that	faces	one	environment,	the	analysed	groups	are	confronted	with	the	same	environmental
requirements	(i.e.	the	same	configuration	of	this	string).

4.4 As	the	task	that	each	group	is	to	perform	is	defined	through	the	environmental	configuration,	the	length	of	this	string	can	be	identified	as	the	degree	of	task	complexity.	The	longer	this	string,
the	more	information	bits	have	to	be	learnt	by	each	group,	and	the	more	complex	the	task	becomes.

4.5 The	simulation	can	be	run	for	a	preset	amount	of	periods.	At	the	beginning	of	each	period,	each	group	has	to	apply	a	suitable	action,	which	is	codified	through	a	bit	string	of	the	same	length
as	the	environmental	one.	At	the	end	of	each	period,	the	environment	compares	these	actions	of	the	groups	with	its	configuration	and	gives	feedback	to	each	group	according	to	the
similarity	between	its	action	and	the	environmental	configuration.	This	feedback	f	is	calculated	as	the	quotient	of	the	number	of	correct	digits	c	divided	by	the	number	of	all	digits	n:

f	=	c	/	n. (1)

4.6 This	feedback	lies	between	0	and	1	and	can	be	interpreted	as	either	a	degree	of	correctness	or	the	probability	of	the	group	giving	the	correct	answer.	The	first	holds	in	cases,	where	task
performance	not	only	comprises	right	or	wrong	but	also	a	scaling	between	this	like	a	very	good	to	a	very	bad	task	accomplishment.	The	latter	fits	situations	in	which	only	a	correct	or	an
incorrect	answer	is	possible.	In	both	cases,	the	higher	the	quotient,	the	more	aspects	of	the	environment	are	correctly	known	by	the	group.	Additionally,	the	scaling	of	feedback	of	0	to	1
allows	for	comparison	of	situations	of	different	task	complexity.	This	performance	measure	is	similar	to	the	one	used	in	Ren	et	al.	(2006),	where	the	degree	of	performance	quality	is
computed	via	the	degree	of	knowledge	which	an	agent	has	regarding	her	task.

Groups	and	organisation

4.7 To	conduct	the	following	analysis,	the	regimes	are	operationalised	by	defining	groups	as	decentralised	knowledge	pools.	These	pools	can	be	changed	locally	through	the	within-group
regimes,	or	globally	through	between-group	exploitation	and	exploration.

4.8 At	the	beginning	of	each	simulation	run,	each	group	is	provided	with	a	set	of	y	knowledge	units	containing	actions	that	are	implemented	as	binary	bit	strings	of	the	same	length	as	the
environmental	one	and	values	assigned	to	these	actions.	The	more	actions	a	group	has,	the	broader	its	knowledge	pool	is.	The	strings	are	generated	randomly	(i.e.	the	groups	are
heterogeneous	regarding	their	initial	knowledge	pools).	The	number	of	actions	remains	constant	during	the	whole	simulation	run	(i.e.	when	a	new	action	is	generated,	an	old	one	is	removed
from	the	set).	The	old	actions	are	forgotten.	This	process	of	forgetting	aims	at	actions	which	had	been	less	successful	in	the	past.

4.9 In	the	following	simulation	runs,	each	organisation	consists	of	5	groups.	For	each	simulation	run,	this	number	is	constant.

4.10 The	focus	of	the	study	lies	in	the	development	of	organisational	performance	over	time.	However,	since	not	the	organisation	as	a	whole	but	each	group	performs	tasks	and	receives	feedback
from	the	environment,	organisational	performance	has	to	be	derived	from	group	performances.	Hence,	organisational	performance	is	calculated	as	an	average	of	group	performances
following	Ren	et	al.	(2006).

4.11 The	following	analyses	concentrate	on	both,	the	isolated	performance	of	each	regime	and	the	performance	of	a	combination	of	regimes.	Regarding	the	isolated	regimes	six	settings	are
analysed:	1)	within-group	exploitation,	2)	between-group	exploitation,	3)	within-group	exploration	with	a	medium	degree	of	innovation,	4)	between-group	exploration	with	a	medium	degree	of
innovation,	5)	within-group	exploration	with	a	high	degree	of	innovation	and	6)	between-group	exploration	with	a	high	degree	of	innovation.	In	addition	to	these	six	settings,	in	which	an
organisation	follows	only	one	of	the	discussed	regimes,	further	settings	are	simulated	to	examine	the	effect	of	a	combination	between	different	regimes	on	performance.	To	show	both	the
effect	of	various	degrees	of	exploration	and	exploitation,	and	the	impact	of	different	degrees	of	within-group	and	between-group	processes	the	study	comprises	12	further	settings.	In	the
study	only	explorative	processes	with	the	same	degree	of	innovativeness	are	combined.	Table	1	summarises	the	18	organisational	settings.	(Settings	Org	8	and	Org	14	and	settings	Org	11
and	Org	17	are	identical,	respectively.	For	reasons	of	clarity,	they	received	two	references.)

4.12 In	order	to	allow	for	a	structured	presentation	of	the	simulation	results	they	are	clustered	in	three	experiments:	The	first	experiment	deals	with	the	performance	of	the	six	pure	regimes.	The
second	experiment	provides	results	of	organisational	types	that	exhibit	different	shares	of	within-group	and	between-group	processes.	The	third	experiment	concentrates	on	organisational
types	with	varying	shares	of	exploration	and	exploitation.
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Table	1.	Simulated	organisational	types.	The	abbreviations	have	been	defined	as	follows:	ER	=	ExploRation;	ET	=	ExploiTation,	WG	=	Within-Group,	BG	=	Between-Group,	0	=	no	innovativeness,
M	=	Medium	innovativeness,	H	=	High	innovativeness.	In	experiment	2,	the	organisations	have	the	same	degree	of	exploration	and	exploitation	and	the	share	of	between-group	processes	equals
1-share	of	within-group	processes.	Hence,	their	abbreviation	can	be	based	solely	on	the	degree	of	within-group	processes	and	degree	of	innovativeness.	An	analogous	definition	is	applied	to

experiment	3.

Steps	of	the	simulation

Generation	of	random	seed	and	pre-valuation

4.13 At	the	beginning	of	each	simulation	run,	18	organisations	of	the	same	number	of	groups	are	generated.	Each	organisation	is	assigned	one	of	the	18	organisational	types	to	which	it	sticks
over	the	whole	simulation	run.	The	environmental	configuration	and	the	initial	knowledge	pools	of	the	groups	are	generated	randomly.	Each	organisation	is	endowed	with	the	same	pools	of
actions	(i.e.	groups	within	an	organisation	differ	in	their	initial	actions	and	values,	but	the	organisations	contain	the	same	groups	to	make	the	results	comparable).	Since	the	study	focuses	on
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adaptation	processes	after	an	environmental	shock,	before	the	actual	learning	phase	starts,	the	actions	are	valued	randomly,	i.e.	when	the	learning	processes	start,	the	groups	do	not	know
how	well	each	action	fits	to	the	environmental	configuration.	The	following	paragraphs	discuss	the	implementation	of	the	four	basic	learning	regimes.

Within-group	exploitation

4.14 In	the	case	of	within-group	exploitation,	the	groups	have	to	work	on	the	basis	of	the	actions	and	their	values	in	their	own	knowledge	pools	given	at	the	beginning	of	the	simulation	run.	In	each
period	each	group	chooses	the	action	from	its	pool	with	the	highest	value	f	and	presents	it	to	the	environment.	The	environment	values	it	according	to	(1).	The	groups	thereafter	perceive
their	values	as	feedback	and	assign	it	to	the	used	action	to	revalue	it.	Hence,	each	group	improves	its	performance	by	testing	existing	actions	and	trying	to	select	the	one	that	best	fits	to	the
environmental	code.	This	learning	is	of	the	exploitative	type,	because	it	elaborates	on	existing	actions	without	changing	them.	It	is	within-group,	since	there	is	no	transfer	of	actions	among
groups.	Figure	2	illustrates	the	selection	process	for	Group	1	in	an	arbitrary	period.

Figure	2.	Selection	of	an	action	in	case	of	within-group	exploitation	(aik	=	action	i	of	group	k,	vik	=	value	of	action	i	of	group	k)

Within-group	exploration

4.15 In	case	of	within-group	exploration,	each	group	continuously	changes	its	knowledge	pool	by	creating,	testing	and	introducing	new	actions.	However,	as	in	case	of	within-group	exploitation,
the	groups	operate	in	isolation	from	each	other.	Knowledge	transfer	does	not	occur.

4.16 This	learning	regime	is	implemented	using	genetic	operators.	This	technique	has	been	selected,	because	it	mirrors	important	aspects	of	human	learning	process,	which	are	relevant	to	this
study.	As	stated	earlier,	the	analysis	is	in	the	tradition	of	the	experience-based	learning	literature.	Hence,	learning	is	conceptualised	as	the	circle	between	creating	and	using	actions,
receiving	environmental	feedback	and	re-evaluating	the	used	actions	according	to	this	feedback.	This	circle	combines	active	(knowledge	creation)	and	reactive	(revaluation)	elements	of
action	taking	and	learning.	Moreover,	experience-based	learning	also	comprises	the	fact,	that	knowledge	creation	always	is	based	on	existing	knowledge.	The	balance	between	action	and
reaction	on	the	one	hand,	and	knowledge	creation	based	on	existing	knowledge	on	the	other,	are	both	used	in	the	concept	of	genetic	algorithms.

4.17 Genetic	algorithms	themselves	contain	the	interplay	of	exploration	and	exploitation	(Holland	1973;	Booker	1987).	In	this	sense,	explorative	regimes	are	themselves	not	free	of	exploitative
elements	as	a	consequence	of	the	path-dependent	modelling	of	knowledge	creation:	new	knowledge	is	always	based	in	some	sort	on	old	knowledge.	In	this	paper,	however,	the	terms
"exploitation"	and	"exploration"	are	reserved	for	the	knowledge-handling	activities	concerning	complete	actions,	not	the	provenance	of	their	parts.

4.18 In	essence,	exploration	is	modelled	as	follows.	At	the	beginning	of	each	period,	a	group	selects	some	actions	from	its	knowledge	pool	as	the	basis	to	create	new	actions.	Following	the	idea
behind	genetic	algorithms,	it	selects	the	two	best	actions	in	terms	of	their	feedback	values	f.	When	there	are	more	than	two	actions	with	the	same	values,	two	actions	are	selected	randomly
from	this	subset.	This	is	the	parent	population.

4.19 Knowledge	creation	happens	via	the	genetic	operators	(one-point)	crossing-over	and	mutation	(Holland	1973,	1995;	Dawid	and	Kopel	1998).	In	the	first	step,	the	actions	undergo	the
crossing-over	process,	with	a	randomly-selected	crossing-over	point.	Thereafter,	each	digit	of	every	new	created	action	mutates	(is	flipped	into	its	opposite)	with	a	probability	p	(mutation
rate).	The	mutation	rate	characterises	the	degree	of	innovativeness.	In	the	following	study	a	mutation	rate	of	1%	is	applied	in	case	of	highly	innovative	exploration	and	a	rate	of	0.1%	is	used
in	case	of	medium	innovativeness.	These	parameter	values	are	somewhat	arbitrary.	However,	when	mutation	rates	become	too	large,	the	whole	genetic	algorithm	will	break	down,	because
the	spontaneous	change	rates	destroy	the	improvement	process.	Therefore,	literature	suggests	using	mutation	rates	in	the	range	that	is	also	implemented	in	this	model	(e.g.,	Dawid	and
Kopel	1998).

4.20 The	newly-generated	child	generation	gets	the	expected	value	f	of	its	parents	according	to	the	following	equations	(Gilbert	et	al.	1995;	Kennedy	and	Eberhart	2001)	(fc	=	value	of	the	child,	f1
=	value	of	the	first	parent,	f2	=	value	of	the	second	parent,	m	=	crossing-over	point,	n	=	length	of	action,	each	child	gets	the	first	m	digits	from	the	first	parent,	and	the	n-m	digits	from	the
second	parent):

fc	=	(m	/	n)	*	f1	+	((n-m)	/	n)	*	f2 (2)

4.21 The	child	action	with	the	highest	expected	value,	then,	is	selected	for	presentation	to	the	environment,	which	values	it.	Thereafter,	the	group	introduces	this	action	into	its	knowledge	pool	by
replacing	the	action	with	the	lowest	value	and	assigning	the	environmental	value	to	this	new	action.	However,	if	this	action	already	exists	by	chance	in	the	knowledge	pool,	no	other	action	is
replaced;	only	the	existing	one	gets	the	new	value.	This	procedure	is	contrary	to	the	classical	genetic	algorithms.	Yet,	it	has	been	introduced	to	model	the	learning	processes	better,	as
exactly	the	same	piece	of	knowledge	only	is	"remembered	once."	Figure	3	illustrates	the	selection	process	for	Group	1	in	an	arbitrary	period.
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Figure	3.	Selection	of	an	action	in	case	of	within-group	exploration	(aik	=	action	i	of	group	k,	vik	=	value	of	action	i	of	group	k)

Between-group	exploitation

4.22 In	between-group	exploitation,	the	groups	transfer	knowledge	among	each	other.	There	are	many	ways	in	which	this	connection	can	be	modelled.	In	this	study,	one	type	will	be	selected,
based	on	the	results	of	interpersonal	learning	in	the	literature.	People	tend	to	prefer	learning	from	people	who	are	spatially	near	to	them;	this	leads	to	spatial	myopia	(Levinthal	and	March
1993;	Miller	et	al.	2006).	Since	groups	are	composed	of	individuals,	it	is	reasonable	to	assume	that	they	suffer	from	the	same	myopia.	The	influence	of	this	tendency	compared	to	more
distant	interpersonal	learning	has	already	been	analysed	by	Miller	et	al.	(2006)	and	is	beyond	the	scope	of	this	study.	The	present	analysis	therefore	focuses	on	learning	between	adjacent
agents,	i.e.	groups	that	are	located	close	together.

4.23 To	implement	this	assumption,	the	groups	of	an	organisation	are	located	on	an	edgeless	grid	as	in	Miller	et	al.	(2006).	However,	here	each	group	has	two	neighbours,	not	four,	i.e.	the	groups
are	positioned	along	a	ring	structure.	This	grid	structure	is	selected	for	the	following	reason:	the	analysis	will	deliver	insights	into	the	qualitative	differences	between	within-group	and
between-group	exploration	and	exploitation.	In	order	to	render	the	results	of	each	regime	comparable	and	to	concentrate	on	the	steps	from	within-group	to	between-group	processes,	the
simplest	grid	allowing	for	an	interaction	between	groups	should	be	used.	The	simplest	structure	which	enhances	the	bilateral	transfer	of	knowledge	allows	each	group	to	exchange
knowledge	bilaterally	with	its	immediate	neighbours.	If	each	group	only	exchanges	knowledge	bilaterally	with	one	neighbour,	the	knowledge	cannot	flow	through	the	whole	organisation,	but
one	will	get	pairs	of	groups.	In	contrast,	if	each	group	only	transfers	unilaterally	knowledge	to,	for	example,	its	neighbour	on	the	left,	diffusion	will	be	possible.	However,	this	blocks	a	two-
sided	knowledge	transfer.

4.24 Under	this	learning	regime,	at	the	beginning	of	each	period,	each	group	chooses	its	best	action	on	the	basis	of	the	feedback	values	f.	It	then	transfers	this	action	to	its	neighbours	and
simultaneously	receives	one	action	from	each	of	them.	Thereafter,	each	group	has	a	set	of	three	actions:	one	action	from	its	neighbour	on	the	left,	one	action	from	its	neighbour	on	the	right
and	the	action	with	the	highest	value	from	its	own	knowledge	pool.	From	this	set	it	selects	the	action	with	the	highest	value.	The	chosen	action	then	is	valued	by	the	environment	and
thereafter	introduced	in	the	group's	knowledge	pool,	replacing	a	weak	action.	Alternatively,	if	the	action	already	exists,	only	the	feedback	value	of	this	existing	action	is	changed	to	the	actual
environmental	feedback.	Figure	4	illustrates	the	selection	process	for	Group	1	in	an	arbitrary	period.
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Figure	4.	Selection	of	an	action	in	case	of	between-group	exploitation	(aik	=	action	i	of	group	k,	vik	=	value	of	action	i	of	group	k)

Between-group	exploration

4.25 As	in	case	of	within-group	exploration,	between-group	exploration	is	modelled	with	genetic	algorithms	to	simulate	the	process	of	knowledge	generation.	Moreover,	as	in	the	case	of	between-
group	exploitation,	the	groups	are	structured	along	a	circle	and	have	two	neighbours.	The	procedure	of	between-group	exploration	is	as	follows:	Each	group	forms	a	team	with	its	immediate
neighbours.	Each	of	them	cedes	its	best	action	to	a	between-group	knowledge	set.	Hence,	this	set	contains	three	actions:	one	action	from	the	neighbour	on	the	left,	one	action	from	the
neighbour	on	the	right	and	the	action	with	the	highest	value	from	the	group's	own	knowledge	pool.	This	set	is	used	as	basis	of	knowledge	creation,	analogous	to	the	procedure	used	in
within-group	exploration.	Consequently,	under	this	learning	regime	each	group	receives	a	newly	created	action.	And	as	the	new	actions	are	created	by	using	actions	from	different	groups,
knowledge	transfer	occurs.

4.26 Analogous	to	the	procedure	with	the	other	regimes,	each	group	presents	its	action	to	the	environment,	which	assigns	a	value	to	it.	The	new	action	either	replaces	the	weakest	action	in	the
group's	knowledge	pool	or,	if	it	already	exists,	it	is	simply	revalued	with	the	environmental	feedback.	Figure	5	illustrates	the	selection	process	for	Group	1	in	an	arbitrary	period.
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Figure	5.	Selection	of	an	action	in	case	of	between-group	exploration	(aik	=	action	i	of	group	k,	vik	=	value	of	action	i	of	group	k)

	Results

5.1 In	order	to	prevent	results	which	only	appear	as	artefacts	of	idiosyncratic	values,	the	groups'	knowledge	pools	are	generated	randomly	at	the	beginning	of	each	simulation	run.	Hence,	the
following	results	are	the	average	performances	of	the	organisations	over	several	simulation	runs.	In	order	to	allow	for	a	reasonable	statistical	analysis	the	following	results	are	all	based	on
1000	simulation	runs,	each	lasting	over	200	periods.

5.2 The	task	complexity	is	operationalised	via	5	(low)	and	50	(high)	digits.	To	show	the	influence	of	the	breadth	of	the	knowledge	pool,	the	following	analyses	present	the	results	of	each
simulation	setting	with	5	(narrow)	and	20	(broad)	units	in	each	set.

5.3 In	analysing	the	performance	of	the	organisational	types,	several	aspects	are	of	concern.	First,	their	developments	differ	considerably.	Therefore,	the	evolution	of	their	means	is	exhibited
graphically.	Moreover,	in	order	to	investigate	significant	deviations	among	the	regimes	statistical	tests	are	applied.	Second,	the	periodical	performance	level	of	each	organisational	type	is
always	calculated	at	the	end	of	a	period.	Since	the	simulation	runs	start	with	a	random	set	of	values	assigned	to	the	actions	and	the	groups	still	have	to	learn	the	correct	values,	there	exist
no	performance	level	on	time	=	0.	Therefore,	the	following	graphs	start	with	time	=	1	on	the	x-axis.

Experiment	1:	Performance	of	the	six	isolated	regimes

5.4 Table	2	provides	information	on	performance	in	the	first	and	last	periods	of	the	simulation	for	the	organisational	types	Org	1	to	Org	6	with	respect	to	a	different	breadth	of	the	knowledge	pools
and	of	two	degrees	of	complexity.	Figure	6	depicts	the	developments	of	the	performance	over	time.	Although	each	regime	exhibits	about	the	same	performance	level	in	the	first	period	(as
Table	2	shows,	there	are	no	significant	differences	between	the	performance	levels	of	the	six	regimes	in	the	first	period),	they	develop	quite	differently.	This	differing	evolution	of	each	regime
can	be	explained	by	their	different	characteristics.	The	key	difference	lies	in	the	way	how	they	manage	the	diversity	of	the	actions	of	each	group	and	how	efficiently	each	group	can	scan	the
space	of	possible	solutions.

5.5 	Within-group	exploitation	shows	little	to	no	improvement	dependent	on	the	degree	of	complexity.	Overall,	it	exhibits	the	poorest	performance	of	all	regimes	in	the	four	settings.	Within-group
exploitation	concentrates	on	the	testing	of	existing	actions	within	a	group.	Therefore,	this	learning	regime	only	offers	the	possibility	to	alter	the	judgement	regarding	the	fitting	between	a	given
action	and	the	environmental	requirements.	As	there	is	a	rather	low	probability,	that	a	group	is	endowed	with	a	highly	fitting	action	from	the	beginning	on,	the	regime	exhibits	the	lowest
performance	level	under	the	given	setting	and	the	shortest	learning	period.	This	learning	regime	is	the	most	restricted	one	regarding	the	possibility	to	scan	the	space	of	possible	solutions.	In
the	presented	settings,	this	restriction	is	even	not	overcome	through	the	enlargement	of	the	groups'	knowledge	pools.	Moreover,	increasing	complexity	under	the	assumption	of	a	given
number	of	actions	in	the	groups'	knowledge	pools	negatively	influences	the	final	performance	level	of	this	regime,	since	the	number	of	possible	solutions	increases.

5.6 	Between-group	exploitation	provides	large	performance	improvements	at	the	beginning	but	after	some	periods	remains	on	a	constant	level.	This	level	is	influenced	by	both	the	degree	of
complexity	and	the	breadth	of	the	knowledge	pools.	While	a	higher	number	of	actions	in	the	knowledge	pool	has	a	positive	effect	on	this	level,	increasing	complexity	affects	it	negatively.
Between-group	exploitation	offers	the	possibility	to	also	search	other	knowledge	pools	than	the	one	of	the	considered	group	for	an	appropriate	solution.	Therefore,	compared	to	within-group
exploitation,	the	space	of	possible	solutions	can	be	more	effectively	scanned.	However,	also	this	regime	suffers	from	the	fact	that	it	only	can	operate	on	existing	actions.	Therefore,	after
some	time	of	fast	learning	it	quickly	reaches	its	final	performance	level.	The	broader	the	groups'	knowledge	pools	are,	the	more	possible	solutions	can	be	scanned.	Therefore,	increasing	the
knowledge	pools	has	a	positive	effect	on	the	reachable	performance	level.	In	contrast,	increasing	complexity	under	the	assumption	of	a	given	number	of	actions	in	the	groups'	knowledge
pools	negatively	influences	the	final	performance	level	of	this	regime,	since	the	number	of	possible	solutions	increases.

5.7 In	three	settings,	the	two	configurations	of	within-group	exploration	exhibit	a	lower	rate	of	improvement	than	between-group	exploitation.	They	also	develop	differently	from	between-group
exploration,	as	in	the	fourth	setting	(broad	knowledge	pools	and	high	complexity),	they	outperform	between-group	exploration,	while	in	the	other	three	settings	their	performance	is	lower.
Moreover,	the	developments	of	the	two	configurations	in	terms	of	innovation	rates	differ	from	each	other.	In	case	of	narrow	knowledge	pools	a	higher	rate	of	innovativeness	results	in	a	higher
performance	level,	while	in	case	of	broader	knowledge	pools	the	opposite	holds.	The	observed	developments	can	be	explained	as	follows:	Within-group	exploration	allows	for	the	generation
of	new	actions.	Thereby,	compared	to	within-group	exploitation	it	offers	the	possibility	to	scan	more	different	actions.	Therefore,	it	outperforms	within-group	exploitation	in	all	settings.
Moreover,	in	contrast	to	between-group	exploitation,	it	leads	to	actions	that	are	completely	new	to	the	whole	organisation.	This	is	of	importance	when	task	complexity	is	relatively	high,	since
then	the	probability	that	a	highly	fitting	action	already	is	part	of	the	initial	knowledge	pools	is	rather	low.	Therefore,	in	case	of	high	task	complexity	within-group	exploration	can	reach	a	higher
performance	level	as	between-group	exploitation.	However,	interestingly,	the	final	setting—high	task	complexity	and	broad	knowledge	pools—exhibits	a	different	behaviour.	Here	within-
group	exploration	is	outperformed	by	between-group	exploitation.	In	this	case,	the	knowledge	creation	process	is	confronted	on	the	one	hand	with	a	broader	basis	of	actions	whose
environmental	fitting	is	initially	unknown	and	on	the	other	hand	with	a	high	number	of	different	possible	solutions	to	the	task.	Therefore,	the	knowledge	creation	processes	only	slowly	can
enhance	the	performance	level.	The	differences	between	the	two	configurations	can	be	explained	as	follows:	A	higher	innovation	rate	implemented	through	the	mutation	rate	leads	to	the
generation	of	more	quite	different	solutions	to	the	given	task.	However,	through	the	processes	of	innovation,	those	parts	of	the	actions	that	fit	well	to	the	task	are	destroyed	more	probably.
Hence,	in	case	of	a	narrow	knowledge	pool	the	positive	effect	of	the	possibility	to	test	a	broad	range	of	different	solutions	is	stronger	than	the	negative	effect	of	destruction.	With	respect	to
the	broad	knowledge	pool	the	opposite	holds.

5.8 	Between-group	exploration	also	allows	for	the	generation	of	new	actions	and	compared	to	within-group	exploration	bases	its	search	on	a	larger	knowledge	pool,	since	also	transfer	between
groups	is	possible.	Due	to	these	characteristics	this	regime	offers	the	possibility	to	scan	the	most	different	solutions.	This	makes	it	the	superior	regime	in	three	settings.	However,	the
combination	of	high	task	complexity	and	a	broad	knowledge	pool	changes	its	development.	In	this	setting,	between-group	exploration	is	outperformed	by	within-group	exploration	and
between-group	exploitation.	In	this	case,	the	same	aspect	holds	that	was	already	discussed	with	respect	to	within-group	exploration:	Because	of	the	combination	of	many	different	possible
solutions	(due	to	high	task	complexity)	and	broad	knowledge	pools	with	initially	unknown	environmental	fittings,	the	learning	process	exhibits	rather	low	performance	increases.	In	case	of
between-group	exploration	this	process	is	further	slowed	down	compared	to	within-group	exploration,	because	the	groups	do	not	search	separately	but	are	partly	linked	to	each	other
through	the	process	of	knowledge	transfer	and	hence,	the	solutions	that	the	groups	scan	in	the	same	period	are	more	similar.	Finally,	the	two	configurations	in	terms	of	innovation	rates	differ
similarly	to	the	two	configurations	of	within-group	exploration	due	to	the	same	reasons.

5.9 In	sum,	with	respect	to	the	influence	of	complexity	and	breadth	of	knowledge	pools	the	following	findings	can	be	summarized:

Proposition
1: Complexity	negatively	influences	the	performance	of	all	six	learning	regimes.	

Proposition
2: The	breadth	of	knowledge	pools	positively	influences	the	performance	of	between-group	exploitation.	

Proposition
3: The	effect

of	the	breadth	of	knowledge	pools	on	the	explorative	learning	regimes	depends	also	on	the	degree	of	complexity.

5.10 The	findings	exhibit	differences	of	performance	regarding	exploration	and	exploitation	on	the	two	organisational	levels	indicating	that	a	study	of	these	processes	on	different	levels	fosters
theory	building.	From	the	mentioned	observations	especially	four	interesting	aspects	emerge.

5.11 First,	in	all	cases,	between-group	exploitation	performs	best	in	the	early	periods.	Additionally,	the	higher	the	degree	of	complexity	is,	the	longer	it	takes	until	other	regimes	reach	its
performance	level,	if	they	reach	it	at	all.	This	spread	between	between-group	exploitation	and	other	regimes	increases,	if	the	knowledge	pool	of	the	groups	gets	larger.	In	sum,	between-
group	exploitation	provides	the	superior	strategy	to	come	up	quickly	with	a	good	solution,	especially	in	complex	situation.	This	result	is	in	line	with	existing	literature.	However,	the	simulation
experiments	provide	a	more	differentiated	point	of	view,	as	they	show	that	only	between-group	exploitation	supplies	good	solutions	in	the	short	run	while	within-group	exploitation	remains	on
a	quite	low	performance	level.

5.12 Second,	while	between-group	exploitation	exhibits	the	highest	performance	levels	in	the	early	periods	of	the	simulations,	between-group	exploration	performs	best	in	the	long	run	in	three
cases.	In	essence,	this	type	needs	more	time	to	arrive	at	a	good	solution.	However,	in	the	long	run,	its	solutions	are	better,	as	through	knowledge	creation	improvements	beyond	existing
knowledge	are	possible.	Nevertheless,	if	one	increases	the	breadth	of	knowledge	pools	in	a	situation	of	low	complexity,	the	difference	between	the	two	mentioned	regimes	decreases.

5.13 Third,	in	case	of	high	complexity	and	broad	knowledge	pools,	within-group	exploration	performs	better	than	between-group	exploration	that	increases	its	performance	level	very	slowly.
Again,	the	simulation	experiments	show	that	a	differentiation	of	explorative	processes	along	organisational	levels	provides	a	better	perspective	on	the	performance	of	exploration.
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5.14 Fourth,	the	innovation	rate	of	the	explorative	process	has	an	impact	on	the	performance	of	both	within-group	and	between-group	exploration.	This	finding	points	to	the	fact	that	also
exploration	on	a	given	organisational	level	might	result	in	different	outcomes	dependent	on	its	specific	definition.	So	far,	literature	defines	exploration	rather	broad	as	a	process	of	innovation.
Yet,	innovation	can	occur	with	different	degrees	of	intensity.

Table	2.	Statistic	of	isolated	learning	regimes	(***	p	<	0.001,	n	=	insignificant)

http://jasss.soc.surrey.ac.uk/14/4/18.html 9 12/10/2015



Figure	6.	Development	of	isolated	learning	regimes	over	time	(200	periods)

Experiment	2:	Influence	of	different	shares	of	within-group	and	between-group	processes

5.15 Table	3	provides	information	on	performance	in	the	first	and	last	periods	of	the	simulation	for	the	organisational	types	Org	7	to	Org	12	with	respect	to	a	different	breadth	of	the	knowledge
pools	and	of	two	degrees	of	complexity.	Figure	7	depicts	the	different	developments	of	the	performance	over	time.	The	results	indicate	that	especially	the	degree	of	complexity	has	an	impact
on	the	developments	of	the	performance	levels.

5.16 In	case	of	low	task	complexity,	WG25-M	and	WG25-H	exhibit	the	highest	final	performance	levels.	With	an	increasing	share	of	within-group	processes	the	organisational	types	perform
worse.	Moreover,	the	innovation	rate	has	a	significant,	but	in	absolute	values	very	small	influence	on	the	final	performance	level.

5.17 The	picture	changes	when	complexity	is	increased.	The	order	of	organisational	types	remains	the	same,	only	their	improvements	are	slowed	down.	However,	those	organisational	types	that
use	a	lower	innovation	rate	(WG25-M,	WG50-M,	and	WG75-M)	exhibit	considerably	lower	performance	levels.	Furthermore	these	organisational	types	have	very	similar	final	performance
levels.	These	observations	can	be	condensed	to	the	following	propositions:

Proposition
4: Organisations	with	higher	innovation	rates	can	better	cope	with	higher	degrees	of	complexity,	independently	of	the	share	of	between-group	processes.	

Proposition
5: In	situations	of	low	complexity,

organisations	with	a	high	share	of	between-group	processes	perform	best	independent	of	their	innovation	rate.	
Proposition
6: In	situations	of	high	complexity,	organisations	with	a	high	degree	of	between-

group	processes	in	combination	with	high	innovation	rates	perform	best.

5.18 Again,	these	differences	stem	from	the	different	characteristics	of	the	underlying	processes.	The	between-group	processes	allow	for	the	search	of	an	optimal	solution	in	a	broader	knowledge
pool	as	they	provide	the	possibility	to	transfer	knowledge	between	the	groups.	Moreover,	in	case	of	high	complexity,	a	higher	innovation	rate	results	in	actions	that	are	more	different	from
each	other	providing	an	advantage	in	a	setting	of	high	complexity	where	many	possible	solutions	for	a	given	task	exist.
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Table	3.	Statistic	of	organisational	types	with	different	shares	of	within-group	and	between-group	processes	(***	p	<	0.001,	**	p	<	0.01,	n	=	insignificant)
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Figure	7.	Development	of	organisational	types	with	different	shares	of	within-group	and	between-group	processes	over	time	(200	periods)

Experiment	3:	Influence	of	different	shares	of	exploration	and	exploitation

5.19 Table	4	provides	information	on	performance	in	the	first	and	last	periods	of	the	simulation	for	the	organisational	types	Org	13	to	Org	18	with	respect	to	a	different	breadth	of	the	knowledge
pools	and	of	two	degrees	of	complexity.	Figure	8	depicts	the	different	developments	of	the	performance	over	time	with	respect	to	the	organisational	types.	Again,	the	results	indicate	that
especially	the	degree	of	complexity	has	an	important	influence	on	the	developments	of	the	performance	levels.

5.20 In	case	of	low	complexity,	on	the	one	hand	the	introduction	of	a	higher	rate	of	innovation	has	hardly	any	material	effect	on	the	performance	level,	as	the	absolute	differences	between	both
respective	organisational	types	is	very	small.	On	the	other	hand,	increasing	the	share	of	exploitation	compared	to	exploration	positively	influences	the	final	performance	level.

5.21 In	contrast,	with	respect	to	the	setting	of	high	task	complexity,	a	high	innovation	rate	is	favourable	compared	to	a	low	one	and	a	higher	share	of	exploration	leads	to	superior	performance
levels.

5.22 In	sum,	dependent	on	the	degree	of	task	complexity,	different	proportions	of	explorative	and	exploitative	processes	are	advisable:

Proposition
7: In	case	of	low	complexity	a	high	share	of	exploitation	is	favourable,	while	in	case	of	high	complexity	a	high	share	of	exploration	is	advantageous.

5.23 Again,	these	differences	stem	from	the	different	characteristics	of	the	underlying	processes.	Exploitation—independently	whether	it	is	within-group	or	between-group—operates	on	existing
actions.	It	offers	the	possibility	to	save	favourable	actions	and	it	prevents	the	organisation	from	a	considerable	performance	decrease	as	it	does	not	allow	for	any	innovative—and	hence
possibly	very	poorly	fitting—solutions.	In	contrast,	exploration—independently	whether	it	is	performed	on	a	within-group	or	a	between-group	basis—provides	the	possibility	to	generate	rather
new	solutions.	Thereby	it	is	more	favourable	in	highly	complex	situations,	in	which	many	different	possible	solutions	to	a	given	task	exist.	A	higher	rate	of	innovation	augments	this	positive
effect.
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Table	4.	Statistic	of	organisational	types	with	different	shares	of	exploration	and	exploitation	(***	p	<	0.001,	**	p	<	0.01,	*	p	<	0.05,	n	=	insignificant)
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Figure	8.	Development	of	organisational	types	with	different	shares	of	exploration	and	exploitation	over	time	(200	periods)

	Conclusions

Discussion	of	results	and	implications

6.1 The	previous	simulation	experiments	exhibited	the	influence	of	different	ways	of	handling	diversity	of	knowledge	on	the	performance	of	an	organisation	that	is	separated	into	groups.	Their
results	provide	several	implications	for	future	research	regarding	an	integrated	theory	of	exploration	and	exploitation	and	for	organisational	practice.

6.2 First,	the	findings	exhibit	considerable	differences	between	the	isolated	regimes	with	respect	to	the	evolution	and	the	final	attainable	performance	levels.	Therefore,	the	classification	of	both
exploration	and	exploitation	on	the	group	level	in	between-group	and	in	within-group	processes	proves	to	be	a	reasonable	starting	point	for	further	research.	It	puts	existing	results	in	the
literature	into	a	new	perspective:	in	general,	empirical	and	theoretical	research	points	to	the	importance	of	balancing	exploration	and	exploitation	and	aligning	it	with	environmental
requirements	(e.g.,Rivkin	and	Siggelkow	2003;	Siggelkow	and	Levinthal	2003;	He	and	Wong	2004;	Jansen	et	al.	2006).	This	has	led	to	the	claim	for	an	active	management	of	exploration	and
exploitation	(Benner	and	Tushman	2003;	He	and	Wong	2004).	The	results	of	the	simulation	point	to	the	fact	that	the	outcomes	of	explorative	and	exploitative	processes	on	the	group	level	are
significantly	affected	by	the	possibility	of	interactions	between	groups.	Hence,	a	concept	of	balancing	exploration	and	exploitation,	which	fosters	organisational	performance,	has	to	take	into
account	this	intergroup	learning	dimension.	The	following	example	shows	the	importance	of	this	argument:	Organisations	often	deliberately	undergo	periods	of	reorganisation	to	foster	also
processes	of	knowledge	transfer	and	generation.	Thereby,	they	often	establish	new	structures	especially	on	the	group	level.	However,	as	Brown	and	Duguid	(1991,	p.	49)	have	pointed	out
with	respect	to	communities-of-practice	as	nuclei	of	knowledge	processes,	the	"reorganisation	of	the	workplace	into	canonical	groups	can	wittingly	or	unwittingly	disrupt	these	highly
functional	uncanonical—and	therefore	often	invisible—communities."	These	processes	of	reorganisation	may	not	only	cut	invisible	groups	like	communities-of-practice	into	pieces	but	they
can	also	disturb	relations	between	existing	other	informal	organisational	groups	and	thereby	inhibit	the	evolution	of	between-group	processes	ending	up	with	the	(mainly	poorer	performing)
within-group	processes.	As	a	consequence,	empirical	research	and	theory	building	should	incorporate	the	possibility	of	different	types	of	exploration	and	exploitation	in	order	to	deliver
suggestions	to	practice	that	are	better	customised	to	the	situational	context.	In	particular,	a	balance	of	exploration	and	exploitation	should	be	discussed	with	respect	to	the	between-group
perspective.

6.3 Second,	as	Fang	et	al.	(2010)	point	out,	literature	on	exploration	and	exploitation	especially	emphases	the	tendency	of	organisations	to	concentrate	on	exploitation,	because	it	delivers	better
results	in	the	short	run.	The	findings	of	Experiment	1	reveal	a	more	differentiated	picture.

6.4 On	the	one	hand,	while	between-group	exploitation	actually	outperforms	the	other	regimes	in	the	earlier	periods,	within-group	exploitation	remains	on	the	lowest	performance	level.	Hence,
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the	superiority	of	exploitation	depends	on	the	breadth	of	the	knowledge	pools	on	which	it	can	operate.	While	it	is	beneficial	to	a	whole	organisation	to	stick	to	its	existing	solutions,	this
strategy	might	be	quite	demotivating	to	the	members	of	a	domain	smaller	than	the	whole	organisation,	as	it	provides	rather	low	performance	outcomes.	Therefore,	the	question	rises	of
whether	the	mentioned	tendency	of	focusing	on	exploitation	is	actually	a	universal	phenomenon	that	is	independent	from	organisational	levels	or	whether	other	motivational	aspects	might
counteract	it	especially	on	lower	organisational	levels,	like	the	individual	and	the	group	levels.

6.5 On	the	other	hand,	the	results	of	Experiment	1	suggest	that	the	difference	in	performance	between	between-group	exploitation	and	exploration	gets	smaller	with	larger	knowledge	pools.
Again,	this	result	puts	the	discussion	regarding	the	long-term	superiority	of	exploration	compared	to	exploitation	into	a	new	perspective.	As	explorative	strategies	in	practice	are	relatively
costly,	since	they	can	lead	to	many	failures,	in	some	cases	the	application	of	(between-group)	exploitation	might	be	the	superior	strategy,	especially	when	the	organisation	already
possesses	as	a	whole	a	wide	range	of	different	solutions.	Hence,	the	simulation	results	extend	the	current	discussion	of	the	usage	of	routines—which	is	a	manifestation	of	exploitation—as
an	important	source	of	dynamic	capability	(Feldman	2000;	Feldman	and	Pentland	2003;	Espedal	2006):	Organisational	routines	are	a	depository	of	knowledge	(Cohen	and	Bacdayan	1994),
which	in	the	older	literature	has	often	been	seen	as	the	cause	of	organisational	inertia	by	blocking	adaptation	processes.	Yet,	exploitation	as	the	application	of	existing	organisational	routines
might	enable	fast	reactions	to	environmental	changes	in	a	better	way	than	exploration.	The	simulation	results	add	to	the	previous	discussion	regarding	the	aspect	of	task	complexity:	with
increasing	task	complexity	the	utility	of	such	routines	increases	in	comparison	to	exploration.

6.6 Third,	Experiment	1	also	exhibits	a	somewhat	counterintuitive	result.	In	case	of	high	task	complexity	and	broad	knowledge	pools,	between-group	exploration	performs	very	poor	compared	to
both	within-group	exploration	and	between-group	exploitation.	Here,	the	combination	between	knowledge	transfer	and	the	creation	of	new	solutions	on	the	basis	of	this	transferred	knowledge
considerably	slows	down	the	process	of	improvement.	Hence,	if	an	organisation,	that	consists	of	groups	which	possess	already	a	broad	knowledge	pool,	e.g.	because	they	contain	well
trained	experts,	has	to	recover	after	an	environmental	shock	in	an	complex	environment,	the	transfer	of	pre-existing	knowledge	and	the	isolated	generation	of	new	knowledge	are	more
advisable	strategies	than	a	between-group	explorative	process.

6.7 These	findings	with	respect	to	the	isolated	regimes	are	extended	by	the	simulation	results	regarding	the	effect	of	different	combinations	of	these	regimes.

6.8 As	the	findings	of	Experiment	2	indicate,	a	relatively	high	share	of	between-group	processes	compared	to	within-group	processes	leads	to	considerably	higher	performance	levels.	These
results	are	consistent	with	the	empirical	findings	by	Jansen	et	al.	(2006):	They	found	that	connectedness	between	members	of	an	organisational	unit	positively	influences	both	explorative
and	exploitative	innovation.	Although	their	findings	apply	to	another	organisational	level,	they	point	into	the	same	direction	as	the	present	simulation	results	do.

6.9 Moreover,	Experiment	2	also	exhibits	that	in	case	of	high	tasks	complexity,	the	mentioned	effect	only	holds,	when	the	innovation	rates	of	the	explorative	processes	are	relatively	high.	Hence,
for	organisations	containing	groups	that	are	capable	of	generating	very	innovative	new	solutions	the	fostering	of	between-group	processes	is	more	promising	than	for	organisations	where	the
innovation	rate	is	rather	low.	These	findings	further	qualify	the	results	in	literature	on	the	benefits	of	specific	organisational	structures	with	respect	to	explorative	and	exploitative	processes.
Lazer	and	Friedman's	(2007)	study,	which	does	not	specifically	deal	with	groups,	indicates	that	for	intermediate	timeframes	a	moderately	connected	system	performs	best	with	respect	to
balance	exploration	and	exploitation.	Fang	et	al.	(2010)	show,	that	an	organisational	structure	of	semiautonomous	subunits	with	a	limited	number	of	links	between	these	units	fosters	a
balance	between	exploration	and	exploitation.	In	essence,	the	previous	analysis	is	based	on	a	similar	structure,	as	the	studied	organisations	contain	several	groups	that	in	case	of	the
between-group	processes	are	capable	of	transferring	some	actions	but	that	at	the	same	time	are	autonomous	units.

6.10 Furthermore,	a	comparison	between	the	results	of	Experiments	1	and	2	indicates	that	in	a	situation	of	low	task	complexity	a	regime	of	pure	between-group	exploration	provides	the	best
solutions	in	the	long	run.	However,	in	case	of	higher	task	complexity	learning	regimes	that	allow	for	a	mixture	between	between-group	and	within-group	exploration	with	a	high	degree	of
innovation	and	additionally	a	share	of	exploitation	outperform	pure	between-group	exploration.	The	results	thereby	provide	a	more	differentiated	perspective	on	the	superiority	of	a	balance
between	exploration	and	exploitation	especially	in	complex	situations	(e.g.,Hodgson	and	Knudsen	2006).	In	practice,	groups	are	confronted	with	a	whole	bunch	of	different	tasks	ranging
from	a	rather	low	degree	of	complexity	to	a	higher	one.	The	mentioned	findings	indicate	that	in	such	contexts	fostering	a	mixture	of	all	four	regimes	should	lead	to	higher	performances	than
the	concentration	on	only	one	of	them.	Consequently,	the	necessity	of	ambidexterity	that	is	discussed	in	an	organisational	context	also	holds	for	the	group-level.

6.11 Additionally,	the	findings	of	Experiment	3	point	to	the	fact	that	dependent	on	the	degree	of	task	complexity,	different	proportions	of	explorative	and	exploitative	processes	are	advisable.	While
in	case	of	rather	complex	tasks	a	higher	share	of	exploration	provides	better	performance,	in	case	of	tasks	that	are	characterised	by	a	low	degree	of	complexity	a	higher	share	of
exploitation	results	in	superior	performance.	Hence,	the	findings	indicate	that	the	optimal	balance	of	exploration	and	exploitation	is	not	a	fixed	share	of	both	processes	but	that	it	is	affected
by	the	situational	context	in	which	exploration	and	exploitation	operate.	The	present	results	thereby	further	qualify	findings	of	previous	research	(see	e.g.	the	theoretical	discussion	of	the
influence	of	problem	complexity	on	the	optimality	of	exploration	and	exploitation	in	Fang	et	al.	2010).

6.12 Finally,	it	should	be	remarked	that	the	results	of	the	paper	are	based	on	a	rather	abstract	modelling	of	knowledge	handling	processes,	which	does	not	only	fit	to	the	between-group	versus
within-group	level	but	also	to	other	organisational	levels,	like	the	group	versus	individual	level.	In	this	sense,	the	findings	point	to	rather	general	aspects	of	knowledge	handling	between
entities	of	any	kind	and	within	these	entities.

Limitations	and	further	research

6.13 The	results	point	to	important	aspects	for	future	theory	building.	Moreover,	several	interesting	research	directions	emerge.

6.14 First,	a	more	differentiated	incorporation	of	the	strength	of	connectedness	between	groups	seems	to	be	worthwhile.	The	strength	of	these	connections	was	neglected	to	keep	the	analysis
clear.	The	simulation	was	based	on	a	binary	setting.	The	groups	either	had	the	possibility	to	interact	or	to	act	in	isolation.	However,	as	the	literature	shows,	the	degree	of	connections	also
plays	an	important	role	in	knowledge	transfer	processes	(e.g.,	Reagans	and	McEvily	2003;	Fang	et	al.	2010).	Consequentially,	the	binary	experimentation	setting	should	be	substituted	by	a
continuum,	which	allows	for	the	characterisation	of	the	quality	of	the	linkage	between	groups	and	accounts	for	the	fact	that	different	organisational	structures	can	be	differently	effective.

6.15 Second,	in	this	paper	the	differentiation	among	six	learning	regimes	has	been	proven	to	deliver	insights	into	explorative	and	exploitative	processes.	This	differentiated	view	might	induce
further	analysis	of	other	possibilities	cutting	the	overall	exploration	and	exploitation	processes	into	underlying	processes.

6.16 Third,	the	experiments	abstracted	from	any	costs	of	social	interaction.	Further	research	should	elaborate	on	this	aspect	and	analyse	types	and	influences	of	these	costs	on	the	exploration
and	exploitation	processes.

6.17 Finally,	the	model	can	be	generalized	to	fit	to	other	problems.	It	can	be	used	to	analyse	other	organisational	levels,	e.g.	inter-	and	intra-firm	exploration	and	exploitation.	Moreover,	some
aspects	of	the	model	resemble	concepts	that	have	been	analysed	in	the	context	of	organisational	network-structures	and	their	effect	on	the	balance	between	exploration	and	exploitation.
Therefore,	it	offers	starting	points	for	a	further	development	into	this	direction.

	Appendix:	Pseudo-Code

	y	=	number	of	actions	per	group
n	=	length	of	environmental	situation	and	actions

For (h = 1; h ≤  number of simulation runs; h++)
{

A.	 Initialization
1.	 Generate	the	environmental	situation	with	n	digits.
2.	 Generate	one	organisation	with	5	groups,	where	each	group	has	m	randomly	generated	actions	with	n	digits	and	add	a	randomly	generated	value	to	each	action,	where	the

value	∈	[0,	1].
3.	 Copy	this	organisation	17	times	to	generate	equal	initial	conditions	for	all	18	organisational	types.

B.	 Simulation	runs

For (i = 1; i <=  number of periods; i++)
{
 For (j = 1; j ≤ 18; j++)
 {

4.	 Assign	a	learning	regime	to	organisation	j,	where	in	case	of	those	organisational	types,	that	exhibit	a	mixture	between	different	learning	regimes,	the	learning	regime	is
assigned	via	a	randomized	procedure	that	captures	the	respective	probabilities	of	exploration	and	exploitation	and	of	within-group	and	between	group	processes.

 For (k = 1; k ≤ 5; k++)
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  {

5.	 Group	k	performs	the	assigned	learning	regime,	i.	e.	Within-group	exploitation:
Group	k	selects	an	action	with	the	highest	value	from	the	group's	knowledge	pool.
If	more	than	one	action	has	the	highest	value,	one	of	these	actions	is	selected	randomly.
Group	k	presents	this	action	to	the	environment.

Between-group	exploitation:
The	two	direct	neighbours	of	group	k	each	select	one	action	from	their	respective	knowledge	pools	with	the	highest	value	and	provide	it	to	group	k.
Group	k	compares	the	values	of	these	two	actions	with	the	highest	value	of	the	actions	in	its	knowledge	pool	and	chooses	the	action	with	the	highest	value.
If	two	or	more	actions	have	all	the	highest	value,	one	action	is	selected	randomly.
Group	k	presents	this	action	to	the	environment.

Within-group	exploration:
Group	k	selects	the	two	actions	with	the	highest	values	from	the	group's	knowledge	pool.
Group	k	applies	a	genetic	algorithm	to	these	two	actions	containing

a	one-point	crossing-over	and
a	randomized	mutation	procedure,	dependent	on	the	innovation	rate,	the	probability	that	a	digit	is	switched	to	the	opposite	is	either	0.01	(high	innovation
rate)	or	0.001	(medium	innovation	rate).

The	values	of	the	two	new	actions	are	calculated	on	the	basis	of	the	values	of	the	parent	actions	according	to	formula	(2).
Group	k	selects	the	action	with	the	highest	value	from	the	two	newly	generated	actions.
If	both	actions	have	the	same	value,	one	action	is	chosen	randomly.
Group	k	presents	this	action	to	the	environment.

Between-group	exploration:
The	two	direct	neighbours	of	group	k	each	select	the	action	from	their	respective	knowledge	pools	with	the	highest	value	and	provide	it	to	group	k.
Group	k	compares	the	values	of	these	two	actions	with	the	highest	value	of	the	actions	in	its	knowledge	pool	and	chooses	the	two	actions	with	the	highest	values.
Group	k	applies	a	genetic	algorithm	to	these	two	actions	containing

a	one-point	crossing-over	and
a	randomized	mutation	procedure,	dependent	on	the	innovation	rate,	the	probability	that	a	digit	is	switched	to	the	opposite	is	either	0.01	(high	innovation
rate)	or	0.001	(medium	innovation	rate).

The	values	of	the	two	new	actions	are	calculated	on	the	basis	of	the	values	of	the	parent	actions	according	to	formula	(2).
Group	k	selects	the	action	with	the	highest	value	from	the	two	newly	generated	actions.
If	both	actions	have	the	same	value,	one	action	is	chosen	randomly.
Group	k	presents	this	action	to	the	environment.

6.	 Environment	evaluates	the	presented	action	according	to	formula	(1).
7.	 Group	k	either	revalues	the	used	action,	if	it	is	already	part	of	the	knowledge	pool,	or	substitutes	the	action	with	the	lowest	value	in	its	set	by	the	used	action	and	assigns	the

received	value	to	it.

   }
  }
 }
}
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