The Dynamics of Language Minorities: Evidence from an Agent-Based Model of Language Contact

Marco Civico

Abstract: This article discusses the adoption of a complexity theory approach to study the dynamics of language contact within multilingual communities. It develops an agent-based model that simulates the dynamics of communication within a community where a minority and a majority group coexist. The individual choice of language for communication is based on a number of simple rules derived from a review of the main literature on the topic of language contact. These rules are then combined with different variables, such as the rate of exogamy of the minority group and the presence of relevant education policies, to estimate the trends of assimilation of the minority group into the majority one. The model is validated using actually observed data from the case of Romansh speakers in the canton of Grisons, Switzerland. The data collected from the simulations are then analysed by means of regression techniques. This paper shows that macro-level language contact dynamics can be explained by relatively simple micro-level behavioural patterns and that intergenerational transmission is crucial for the long-term survival of minority language groups.
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Introduction

1.1 Language scholars speak of language contact to refer to all those situations in which speakers of different languages (or different varieties of the same language) get to interact with one another and, eventually, influence each other’s linguistic behaviour. In particular, Thomason (2001) stresses the interaction aspect. The mere juxtaposition of speakers of different languages is indeed not enough to speak of language contact. Interaction is key for one language group to have an impact on the other, be it exchanging linguistic features across speakers or pushing one group to deviate from its usual speaking behaviour (e.g., switching to another language). Among the numerous social and linguistic implications of language contact, language shift is one of the most commonly observed phenomena. It can be defined as the process whereby, for a number of reasons, a community shifts to speaking a language different from its own. As a matter of fact, close language contact and perceived lower status are often the cause of language decline and, eventually, language extinction. Nelde (2010) rightly observed that language contact is inevitably followed by some form of conflict, which often comes to the detriment of some less powerful, possibly minority language community. The idea of conflict should not be strictly interpreted as a violent clash between groups. Rather, it should be interpreted as a form of competition over limited resources, such as funds devoted to media in one or another language or time spent speaking one language or another.

1.2 Hornberger (2010) defines language shift as the gradual displacement of one language by another in the lives of the community members. He notes that factors contributing to it are complex and diverse. They have been observed to be of political, social, economic, cultural, and, clearly, linguistic nature (Conklin & Lourie 1983). Over time, governments have implemented numerous policy interventions concerning language decline. Often, the cause of failure has been the presence of non-linguistic variables which were not addressed by policy intervention and eventually played a crucial role in the decline process.
Language contact is a recurring phenomenon in population dynamics and its implications for regional and minority languages represent a complex issue. As I shall argue in the rest of this paper, the implications of language contact depend on many variables simultaneously at play. The direct consequence of this is that traditional approaches to language issues, which are often studied from one disciplinary perspective at a time, often fail to detect all the factors at play in language dynamics. Surprisingly, the acknowledgement that language issues have implications in social, political and economic terms did not automatically lead to an interdisciplinary approach. In the past few years, many scholars have come to the conclusion that language issues are complex and call for an interdisciplinary approach in order to look at all dimensions simultaneously. Language dynamics are ultimately linked to the complexity of individual language behaviours and their continuous interplay, which develops into collective behaviours and eventually decides the fate and fortunes of every language. Collective behaviours are often hard to predict and disentangle and thought experiments often represent an important tool, in that they go beyond classical observation methods and switch the focus from correlation to causation. Nevertheless, thought experiments may be hard to perform, especially when they concern phenomena that involve somewhat unintuitive or unexpected dynamics. In this context, computer simulations allow to systematically explore the implications of intuition and can make us aware of unpredictable patterns that we would otherwise overlook. This paper develops an agent-based model (ABM) that describes language dynamics as the result of complex interactions. ABMs simulate all sorts of dynamics based on the interactions of individuals acting within a system in which new variables can be added, subtracted and modified to project different scenarios. These variables do not only represent standard information such as the number of individuals and their linguistic endowments and skills, but also situational conditions, such as social relations, people’s attitude towards socio-cultural differences, their propensity to pick up a new language, government intervention in the education system, and so on. Besides, ABM programming tools allow for the calibration of such variables, which respond to - and with - different levels of intensity. As a consequence, ABMs can not only help sketch the current situation and its future dynamics, but also provide an idea of the consequences to which different policy interventions might lead. Indeed, ABMs are most typically developed to either increase our understanding of the mechanics of real-world systems, or predict how changes in different factors can affect the dynamics of the real-world systems.

The rest of this paper is structured as follows. First, I introduce the notion of language contact by briefly reviewing the relevant literature and discussing the various aspects of language contact that allow us to consider it a complex issue in the formal sense of the term. Second, I briefly introduce agent-based modelling and explain why it is useful in the study of population dynamics. Third, I present a model of language contact developed in the NetLogo programming environment and its underlying hypotheses. Finally, I discuss the simulations performed, the statistical methods used to analyse the results of the simulations, and the main contributions of this paper are, first, to show that macro-level language contact dynamics can be explained by relatively simple micro-level behavioural patterns and, second, to provide further support to qualitative discussions already presented in previous studies. The resulting model can then be used to make projections of short- and long-term trends of language decline and to estimate the relative impact of a number of different factors, including those that are “policy-actionable,” i.e. that can be addressed through policy.

**Language Contact and Bilingualism**

2.1 A simple yet effective definition of language contact is provided by Thomason:

“[L]anguage contact is the use of more than one language in the same place at the same time.”

[Thomason 2001] p. 1)

2.2 This definition effectively highlights a first fundamental element of language contact, i.e. coexistence. For language contact to happen, two languages need to “exist” concurrently. However, Thomason herself immediately points out two problems with such a trivial definition. The first issue is that two (groups of) speakers of different languages in the same place at the same time may ignore each other. In that case, no transfer of linguistic features would occur and we could only speak of language contact in its purely literal sense. Therefore, coexistence is a necessary but not sufficient condition. Indeed, interaction is a second crucial condition for language contact to have sociolinguistic consequences. The second issue is that this definition does not clarify what is meant by “language”. One might simply assume that language contact occurs when speakers of different codified languages interact with one another, which would be far from incorrect. However, linguists tend to speak of language contact in a broader sense to include also interactions between speakers of different variants of...
the same language. Different syntax patterns, deviations from some specific pronunciation, the use of slang and local terms can all cause individuals to have trouble understanding one another, even if they are indeed speaking the same language. Besides, I shall point out that the expression "in the same place" should not be interpreted too strictly, especially at a time when information technology allows communication to happen smoothly over long distances. Thomason [2001] does not provide a strict spatial definition. Indeed, language contact can happen at different levels on a spectrum that stretches from micro (e.g., two individuals speaking different languages working in the same office) to macro (e.g., along the language border within a bilingual country).

2.3 Appel & Muysken [2005] note that some form of bilingualism is a common consequence of language contact. They speak of two types of bilingualism, individual and societal, to distinguish between bilingualism as the individual ability of speaking two languages from bilingualism as a feature of a society where two languages are spoken. Furthermore, they identify three types of societal bilingualism, generally described as follows:³

1. two languages are spoken by two different groups and each group is monolingual, typical, for example, of early colonial settlements, where the colonizer and the colonized would each speak his or her own language;
2. two languages are spoken and everybody is bilingual, a situation often found in many African countries, where individuals often have command of the language of the former colonizer in addition to one or more local languages;
3. two languages are spoken, but one group is monolingual and the other is bilingual. An example of this type might be Ireland, where virtually everyone has full command of English and some are also able to speak Irish, though at different levels of fluency. A similar example is to be found in Friesland, a region in the North of the Netherlands, with Dutch and West Frisian.

2.4 Interestingly, Switzerland provides examples of each of the mentioned typologies (all of which, however, need to be taken with a pinch of salt, in that the categorization of multilingual communities is rarely as clear-cut as presented above):

1. First, the country has four national languages, and for three of them (German, French and Italian) it is possible to identify areas with relatively clear-cut borders. Although language regions have no legal recognition whatsoever, keeping in mind that cantons have sovereignty on all matters except those that are shared with or delegated up to the Federal government, linguistic communities are fairly independent from one another. Indeed, out of 26 cantons, only three are officially bilingual (French-German) and one officially trilingual (German-Italian-Romansh). As a matter of fact, it is rather common for Swiss people to live most of their life on their side of the linguistic border and only use their language for most of their time.

2. Second, in German-speaking cantons, standard German (Hochdeutsch) is the official language,⁴ but many German-speaking Swiss, though proficient in standard German, would consider their local Swiss German dialect (e.g. Baseldütsch, Bärndütsch or Züridütsch, respectively the dialects of Basel, Berne and Zurich) to be their native language.⁵

3. Third, the Swiss canton of Grisons is the only one where Romansh is an official language, along with German and Italian. Being a very small minority that has been shrinking over the last century, virtually all Romansh speakers have full command of another Swiss language, most of the time (Swiss) German, since childhood. Clearly, the reverse does not apply to German-speaking and Italian-speaking residents of Grisons, who are only seldom fluent in Romansh.

2.5 Each of these cases would call for an ad hoc study, and therefore I needed to make a choice. Throughout the rest of this article I will concentrate on the third typology of societal bilingualism.

2.6 Speaking of bilingualism, there is no overall agreement of whether a bilingual individual should be one who has native-like command of both of her languages, or simply anyone who has some knowledge of a second language, or anything in between.⁶ For the purposes of this article, I will call “bilingual” any individual who alternatively uses two languages based on the situation, regardless of her level of fluency. As said, it is assumed that all minority-language speakers are fluent in the majority language. It follows that any minority-language speaker qualifies as a bilingual in our simulated environment, even if they have very limited knowledge of the minority language.
2.7 Some authors (for example, Sperlich & Uriarte 2014; Grin 2016) have noted the competitive nature of language choice for plurilingual individuals and compared the dynamics surrounding language use to market-like dynamics of scarce resource allocation. Indeed, individuals need to allocate a limited amount of resources (in particular, time) over the languages they speak, whether it means having a conversation or reading a book in one language or another. Clearly, every individual tries to allocate her resources in order to maximize her utility (defined here as a measurement of the satisfaction that an individual gains from an activity that can be performed in different languages). However, the allocation process does not operate independently of certain constraints. For example:

1. the use of a specific (probably majority) language might be expected or even mandatory at work or in education, implying that during certain hours, individuals are not free to choose what language to use;
2. leisure opportunities in the minority language(s) might be few compared to those in the majority language and/or more costly, due for example to a limited availability of translated books or dubbed films;
3. the utility provided by activities in the minority language (just as in any language) is highly dependent on the level of fluency of individual speakers. Indeed, supposedly pleasant activities, such as conversing or reading a book in a minority language, might as well result in a feeling of frustration if they are not backed by sufficient fluency.

2.8 Uriarte (2016) defines language contact as the most extreme form of language competition, whose pressure is particularly felt by the minority language community. Indeed, we can identify several factors that will influence (if not effectively shape) the linguistic behaviour of minority-language speakers. In a seminal paper, Giles et al. (1977) discuss the idea of "language vitality" and classify the factors affecting it in three categories:

1. status factors, which include variables such as the socio-economic conditions of speakers, the perception of the language in terms of prestige (or lack thereof), and the socio-historical weight of the language;
2. demographic factors, which include variables such as the absolute number of speakers and rates of emigration and immigration;
3. institutional support factors, which include the formal and informal support to the language provided by various institutions, such as legal recognition and language education programs.

2.9 As I discuss in Section 4, the model of language contact presented in this article takes into consideration variables from all of these categories. From the first category, I will consider the likelihood for minority-language speakers to reveal their cultural background, which is clearly influenced by how the language is perceived by society. For example, if a certain minority language is generally linked to backwardness or lower social classes, people may prefer not to be associated with it. Therefore, they might hide their cultural background from their interlocutor if they are not certain that they are speaking to another minority-language speaker. Conversely, if a language is perceived as having a certain prestige, minority-language speakers might be happy or even proud to show it by addressing people directly in the minority language. Concerning the second category, the model includes variables such as the initial total population, the proportion of minority-language speakers, population growth rates and life expectancy. Finally, concerning the third category, the model allows for the implementation of language education programs specifically addressed to minority-language speakers with a view to boosting their skills in the minority language. I shall also point out that, although I do draw on the typology of factors proposed by Giles et al. (1977), I will not strictly abide by their view on them. Their discussion on the implications of these factors and the causation links between them and language vitality have been discussed and by and large criticized by Grin (1990,1992). In particular, Grin suggests that a higher level of language vitality is not necessarily related to a higher likelihood of survival. As we will see, this paper partly confirms the idea that language decline might happen regardless of its initial level of vitality (see Section 5).

Agent-Based Modelling and Population Dynamics

3.1 Agent-based modelling has been an important methodology in the study of population dynamics and, in the past decade, it has known renewed fame as a consequence of the massive progress in information technology and computational power. Generally speaking, researchers use agent-based modelling to describe population dynamics by relying on theories from other disciplines and translating them into behavioural rules to apply...
in the context of computer-based models. Van Bavel & Grow (2017) note that population studies have always been characterized by a “closed” approach where populations are treated as entities with their own macro properties. In this top-down approach, inter- and intra-population dynamics are mainly described through indicators. The “closed” approach has proved very successful and laid much of the theoretical groundwork of the discipline. However, Kreager (2015) points out that this approach comes at the expense of a more "open" approach that would prioritize the study of the processes and networks arising from the interactions among heterogeneous agents and their environment. The focus of such an approach would be on the study of the mechanisms behind patterns of association among individuals. However, such an open approach inevitably calls for a reorientation of the research paradigm from an exclusively macro-level perspective to one that also looks at the micro level. More precisely, it requires the analysis to take on a perspective that stretches along a micro-to-macro spectrum. Indeed, macro-level dynamics are inevitably the result of interactions among micro-level agents. Nevertheless, many of these dynamics cannot always be inferred directly by looking only at what happens at the micro level. In complex phenomena such as population dynamics, it is unsurprisingly the case that the macro level displays properties which are more than the simple sum of its micro-level components.

Agent-based modelling provides the right amount of flexibility to handle such complexity, as it allows for an effective representation of the feedback cycle between the micro and the macro level. Referring to Hedstrom & Swedberg (1998), Van Bavel & Grow (2017) explain the link between the micro and the macro level by means of a three-step macro-micro-macro model, widely known as "Coleman’s boat" (Coleman 1990). The first step describes the situational mechanisms, that is, how the characteristics of the macro level shape the context in which individuals interact. The second step looks at the action formation mechanisms, i.e. the individual interactions at the micro level and how they are affected by the situational mechanisms defined at the macro level. Finally, in the third step the analysis moves on to study the transformational mechanisms, i.e. the way in which individual actions and interactions affect the macro context and bring about social change. It is exactly this third step that Billari (2015) considers the most interesting and challenging for scholars in the field of demography.

One of the reasons why many scholars advocate the use of computational models in the study of population dynamics is that they lend themselves particularly well to sensitivity analysis, with which we can evaluate the relative impact of different parameters on the output of the model (Grow 2017). In particular, the model presented here can be used mainly in two ways:

1. to make projections starting from existing conditions;
2. to estimate the potential impact of policies addressing one or more of the factors included in the model.

I shall point out that the model presented here is to be seen as a first step in this direction and that, for policymaking purposes, it would need to be further developed and informed with sociolinguistic data.

Before I move on to present the details of the ABM presented in this paper, I will discuss in short some notable examples of modelling language contact and explain in brief how the model that I present in this paper differs from them.
Modelling language contact

3.6 The tradition of modelling language contact is not recent. Indeed, the literature on this topic is rich and wide. An in-depth discussion of this literature is well beyond the scope of this paper, but a short review seems due in order to provide the reader with a bird’s eye view on the topic. In particular, many models of language competition take on a differential equation approach. Simply put, these models try to develop a mathematical formulation that is able to describe observed trends in language growth or decline (i.e. the rates of change, whence the use of differential equations). One notable example of such approach is provided by Abrams & Strogatz [2003]. They describe the case of a community where two monolingual groups co-exist and develop a concise yet effective model that describes the rate of change of speakers of languages X and Y in terms of the probabilities of switching from one language to the other. These probabilities are in their turn dependent on the relative amount of speakers and the perceived status of each language. The authors go on to show how their formulation fits well historical data from several instances, such as the case of Scottish, Quechua and Welsh.

3.7 Minett & Wang [2008] are among the first to move the focus from differential equations to agent-based modelling. Recognizing that differential equation models work well in so far as individual behaviour can be neglected so that one can focus on aggregate trends. The authors explore the effect of language status and education policies on the maintenance of a minority language. Another related example of modelling language contact is provided by Castelló et al. [2013], who also take on an agent-based modelling approach. Starting from the acknowledgement that language contact is a complex phenomenon, they develop and ABM that explores the dynamics of a community where two languages are spoken, each with a share of monolingual and bilingual speakers. They pay particular attention to how language status and individual likelihood to shift to another language impact language growth and decline. However, the main focus of their study is on the spatial dimension of social networks, i.e. they explore the impact of different types of spatial configuration on language dynamics (in terms, for example, of language segregation). Networks are an important element in the study of language contact, as noted by Milroy [1980]. Therefore, Castelló et al. [2013] provide one of the first attempts to combine a quantitative approach with a sociolinguistic perspective.

3.8 Another interesting example is provided by Patriarca et al. [2012], who, on top of providing a very interesting review of different methodologies used in the study language contact, also discuss the possibility of adopting a game-theoretical approach. For this purpose, they discuss two different strategies encountered among minority-language speakers, i.e. addressing people in the minority language or not. As I will discuss later, this kind of reasoning also serves as basis for one of the behavioural rules of the agents in the ABM presented here. The authors acknowledge that, regardless of the methodology adopted, a clear understanding of the mechanisms underlying language contact is still missing and that more empirical work is needed to inform modelling. They suggest that future research should focus, among other things, on the impact of variables such as language prestige and language policies on patterns of local interactions. The model that I present here follows by and large this rationale. In this article, I try to bridge the gap between the purely economic thinking and the sociolinguistic perspective. Abrams & Strogatz [2003], as well as most of the mathematical models that build on theirs, refer to on a non-better defined "transition rate," which, in turns, depends on a variable taking on values between 0 and 1 that should reflect the advantages that the languages gets from a higher status. This latter variable is, in my opinion, somewhat obscure, possibly as a consequence of a relative disregard of the sociolinguistic literature. It is indeed not the status that eventually decides the fate of a language, but rather how this status translates into practice. For example, a language might be official, and therefore enjoy "high status." Yet, if people do not have a desire, an opportunity or simply the capacity to speak it, a high status will not save it from extinction Grin [2003]. By treating status as a single variable, a model can provide valuable insights, yet it remains obscure as to what exactly affects the vitality of a language. By combining the economic and the sociolinguistic approach, I try to break down the status variable into a more "operationable," more transparent set of variables. This line of reasoning is not new in the literature of language contact. For example, this is also the view of Zhang & Gong [2013]. They argue that the variables usually found in the mathematical models of language competition are too abstract and that such studies should focus on more concrete parameters. It is not unexpected that such observations come from two authors that are well versed in the language sciences.
An ABM of Language Contact

4.1 Before presenting the details of the model, I will discuss its underlying assumptions. The model assumes that the two communities differ only in the languages they speak, one being able to speak only the majority language and the other being able to speak both the majority and the minority language. As discussed previously, a community in which two languages are spoken can be, generally speaking, either a community with an ethnolinguistic minority within it (such as the Arbëreshë, speakers of a variant of Albanian living in some villages of Southern Italy, or Romansh speakers in German-speaking Switzerland) or an ethnically homogeneous community where only some individuals are able to speak a certain language (for example, Irish speakers in Ireland). In particular, I assume that minority language individuals are perfectly integrated and that it is not possible to single them out on the basis of a peculiar accent or some physical traits. Besides, an important implicit assumption made by the model is that minority-language speakers are willing to bear a certain level of frustration in order to speak (and therefore support the maintenance of) the minority language.

4.2 We conceptualize the utility of conversing with another individual as depending on two variables: the level of proficiency of the interlocutors and the preference for one specific language. Concerning the first variable, it is reasonable to assume that more proficient speakers will be able to discuss a broader range of topics with no difficulty. As I said, every individual in the environment is fully proficient in the majority language. Therefore, if we conceived utility only as a function of proficiency, following the principle of least effort in efficient communication \( \text{Zipf} \), we would conclude that minority-language speakers:

1. are indifferent between speaking the majority or the minority language, if both interlocutors are fully fluent in both languages;
2. prefer to communicate in the majority language (in which they are assumed to be fully fluent), if at least one of the interlocutors has less-than-full knowledge of the minority language.

4.3 Formally, we could write

\[ u(A) \geq u(B) \]  \hspace{1cm} (1)

where \( u(A) \) and \( u(B) \) are the minority-language speakers’ utility functions of communicating respectively in the majority language \( A \) and in the minority language \( B \). As we said, the amount of utility depends on the level of fluency of both interlocutors. Therefore, the equality is only verified when two fully proficient minority-language speakers get to meet. Whenever this is not the case, \( u(A) \) is greater than \( u(B) \).

4.4 However, as said, we conceptualize utility as being also a function of the specific language used to communicate. minority-language speakers of our virtual community will always be willing to speak the minority language when presented with the opportunity, regardless of their level of fluency. Therefore, we are implicitly assuming that there exists an additional utility stemming from the mere fact of speaking the minority language. This additional utility is always more than enough to compensate the fact that minority-language speakers are not always able to hold a fully satisfying conversation in it. Formally, it reverses the inequality as follows:

\[ u(A) < u(B) \]  \hspace{1cm} (2)

4.5 This additional benefit can be seen as a non-linguistic consequence most likely related to the emotional attachment of minority-language speakers to their language. Indeed, it is reasonable to assume that minority-language speakers are happy to have an opportunity to speak and, therefore, support their language. Obviously, this greater utility is only accessible if both interlocutors speak the minority language. If one of the interlocutor is a monolingual majority-language speaker, the minority-language speaker is forced to choose the majority language.

Model specifications

4.6 The model has the following characteristics:

1. The environment in which the agents live, though visually represented as a square by the NetLogo interface, has a \textit{toroidal} topology, i.e. all of the edges are connected to another edge in a doughnut-like shape. Therefore, agents are free to move in any direction at any time. The choice for an open environment over a closed one is made to avoid that agents get stuck in corners or against the edges, which could distort the results.
2. The environment is a multilingual community in which two languages are spoken, majority language A and minority language B. The initial proportion of individuals of either community can be determined before launching the simulation. The two languages are assumed to be linguistically distant, so that mutual intelligibility is excluded and mixed conversations (i.e. happening partly in language A and partly in language B) are not possible. Besides, it is assumed that there are no migration flows.

3. For the reasons discussed in Section 2, every individual is assumed to be fully fluent in the majority language and some individuals are also able to speak the minority language with varying degrees of fluency. Following Grin et al. (2010), the initial distribution of fluency among speakers of the minority language follows a doubly-truncated normal distribution, with lower and upper limits of 1 (almost no useful knowledge of the language) and 100 (full proficiency), around a mean that can be determined through the model interface before launching the simulation.

4. Depending on their personality type, some minority-language speakers are always willing to start the conversation in the minority language (reveal type), while others will prefer to speak the majority language and switch to the minority language in case they find out that their interlocutor is also a minority-language speaker (hide type). The ratio of reveal-to-hide individuals can be determined before launching the simulation. The rationale underlying such distinction is further explored in Section 4.9 and following.

5. Every time-step represents one year.

6. The population grows at a certain rate which can be calibrated and differentiated between the two communities. Women aged between 14 and 50 are “fertile” and, based on a fertility rate, might give birth to a child. By analogy with communication behaviour rules, minority children born to families where both parents speak the minority language also speak the minority language and inherit the level of fluency of their mother. As we assumed that communication between minority-language speakers and majority-language speakers can only happen in the majority language, babies born to mixed couples are assumed to be majority individuals with no fluency in the minority language. This (admittedly strong) assumption is a simplification largely based on Soler (2004), who discusses in depth different linguistic behaviours in various family scenarios and goes on to distinguish many more cases. Besides, Ludi et al. (1997), speaking of the case of Switzerland, note that German tends to impose itself as the only communication language in German-Romansh families even in areas with a high presence of Romansh speakers. The likelihood of exogamous pairing can be determined before launching the simulation by the exogamy rate variable.

7. Individuals die when they reach a certain age, which can be manually set. All other causes of death are not taken into consideration, in that we have no reason to believe that the incidence of fatal events is different between the two communities.

8. The government can decide to put in place special education plans specifically intended for minority-language speakers aged between 6 and 18 in order to boost their language skills (during these years, their fluency increases by ten units at every time-step). The policy can either be in place at all times or activated only if the proportion of minority-language speakers falls below a certain threshold. Besides, it can be addressed to all minority-language speakers or only a part of them. By the end of the program, students are assumed to have reached full proficiency, regardless of their initial level.

4.7 Model specifications are an intentionally simplified version of real-life dynamics. Indeed, one of the objectives of this article is to show that it is possible to propose an explanation of complex macro-level patterns by tracing them back to relatively simple micro behavioural rules. Support for this claim is provided by validating our ABM through real-world data (see Section 4.20 and following).

4.8 Before moving on, I will spend a few words on the communication dynamics within mixed households, whose impact on the minority language is captured by the exogamy rate variable. One could argue that this assumption does not seem to be reasonable, in that it is not unusual to observe bilingual households. However, relaxing this assumption would mean splitting the exogamy rate variable in two, one variable defining the likelihood that a female minority-language speakers picks a majority language partner and the other defining the likelihood that the minority language is passed on to the offspring of such mixed couple. Exogamy rate is conceptualized as the probability with which minority language women have a child from a majority language man. However, in practical terms (i.e. in the source code) it is the probability with which the offspring of a minority language woman is not a minority-language speakers (e.g., if exogamy rate is 30%, then there is 30% chance that the offspring born to a minority language woman is a majority-language speakers only, as, implicitly, the baby is born to a majority language father). However, this can also be interpreted to mean that, even in mixed households,
the minority language is passed on with a certain probability (for example, if exogamy rate is 0%, it could mean that, even in mixed households, the minority language is always passed on to the next generation). Obviously, this could be treated differently. We could split this in two parts. First, modelling the actual probability of minority women to choose and majority partner, and then adding an extra parameter to model the probability with which the child born to a minority mother and a majority father acquires the minority language. However having two nested distributions vary simultaneously would not provide more insights than having one distribution (as defined above) vary, as long as its meaning is clearly laid out. The reason why I decided to code it this way is because I wanted to keep a direct relationship between the impact of each parameter and potential policy measures. In other words, I tried to model directly the net impact of the two variables. I tried to define the parameters in a "policy-actionable" way, so that, once we have defined their impact, we can evaluate the extent that our potential policy intervention should have. Indeed, as I argue at the end of the paper, one cannot really influence (democratically, that is) people's choice of a partner to have a child, but one can influence the communication behaviour in their household. Influencing the attitude of mixed households would in fact amount to influencing the exogamy rate variable defined the way I do.

Types of minority-language speakers

4.9 As Uriarte [2016] points out, communication can be thought of as a so-called cheap talk game, originally introduced by Crawford & Sobel [1982]. Cheap talks are opposed to signalling processes, in that in the latter sending messages may be costly for the sender and can happen in several possible ways, while in the former it is free and happens mainly through ordinary talk [Crawford & Sobel 1982] describe the following setting:

- there are two players, a sender (S) and a receiver (R);
- S has some information about a certain state of the world, \( \theta \), described by a value over a closed interval \([0, 1]\), which is unknown to R;
- S can decide to send a message to R at no cost, which can correspond exactly to \( \theta \) or deviate from it by a parameter \( b \);
- based on the information received, R takes action \( y \) (also described by a real number) that maximizes her utility \( u_R \).

4.10 The payoffs of the two players are described by the following quadratic utility functions [Ganguly & Ray 2012]:

\[
\begin{align*}
    u_S(y, \theta, b) &= -(y - (\theta + b))^2 \\
    u_R(y, \theta) &= -(y - \theta)^2
\end{align*}
\]

4.11 The sender S conveys the amount of information that causes the receiver R to react in a way that maximizes the sender’s utility \( u_S \). The parameter \( b \) represents the divergence of interests between the two players, or bias. The receiver wants to take the action that matches the state of the world in order to maximize \( u_R \). Indeed, we can take the partial derivative of \( u_R \) with respect to \( y \), the only parameter that \( R \) can control, and get

\[
\frac{\partial u_R}{\partial y} = 2\theta - 2y
\]

4.12 To find the maximum of the function, it is enough to set this derivative equal to zero and check that the second derivative is negative. It follows that \( u_R \) is maximized for \( y = \theta \), as the second derivative is negative (and equal to -2). This can be easily seen in Figure 2.

4.13 Conversely, the sender maximizes her utility \( u_S \) by choosing how much information to reveal in order to get the receiver to take an action that matches the state of the world plus a certain deviation. Indeed, \( S \) can control parameter \( b \), and if we differentiate \( u_S \) with respect to it, we get

\[
\frac{\partial u_S}{\partial b} = 2y - (2b + 2\theta)
\]

4.14 Therefore, \( u_S \) is maximized for \( y = \theta + b \). We could assume that there is no conflict of interests between two players who speak the minority language, in that, as explained above, I assumed that every minority-language speaker is willing to speak the minority language whenever presented with the opportunity. Therefore, we have
a case in which $b = 0$ and both utilities are maximized when the sender fully discloses the state of the world (i.e., reveal that she speaks the minority language by addressing her interlocutor in it) and the receiver reacts accordingly (by replying in the minority language). We could conclude that minority-language speakers have an interest to always speak the minority language as a first choice. Nevertheless, minority-language speakers might also meet a monolingual speaker, who, by definition, is only able to speak the majority language. According to linguistic politeness theory (Brown & Levinson [1987]), individuals will choose a communication strategy that minimizes confrontation. Indeed, addressing someone directly in the minority language might be perceived as a face-threatening act, in that the interlocutor might be forced to reveal her lack of knowledge of the minority language. As a consequence, the sender wants to avoid this kind of situation. In other words, her utility would be reduced if it turned out that the interlocutor did not speak the minority language, as she would feel that she has been “impolite” by addressing the non-minority interlocutor in the minority language. This matter is largely cultural and can vary greatly across different societies. For example, the seriousness of face-threatening acts depends largely on the level of power distance that exists in a given society, defined as “the extent to which the less powerful members of organizations and institutions accept and expect that power is distributed unequally” (Hofstede [2011], p.9). Indeed, they are perceived as much more serious in societies characterized by higher levels of power distance, such as Asian and African countries, than it is in societies where it is less pronounced, such as Northern European countries. Note that this behaviour could also be seen as a specific form of communication accommodation. We speak of communication accommodation when people make behavioural changes in their communication strategy to converge or diverge from their partner. For example, accommodation can be used to reduce the perceived socio-cultural distance between two individuals by making one’s speech pattern more similar to one’s interlocutor. Conversely, one might stress some aspects of one’s own way of speaking to highlight the very same differences. In the case of the model presented here, the decision by a minority-language speaker of not addressing her interlocutor directly in the minority language can be seen as a form of linguistic convergence to reduce distance.

1. those for whom the reduction in utility stemming from being “impolite” is greater than the extra utility deriving from speaking the minority language — these individuals will not address people in the minority language, unless they are sure that their interlocutor also speaks the minority language;

2. those whose extra utility more than compensates the potential reduction — these individuals will always
Therefore, following Sperlich & Uriarte, we distinguish between these two types of minority-language speakers according to their personality. Speakers of the minority language can be willing either to reveal their linguistic background or to hide it. Uriarte defines them as individuals who are, respectively, strongly loyal or weakly loyal to the minority language. In the model presented here, a reveal-personality individual will always start the conversation in the minority language and only switch to the majority language if her interlocutor cannot speak the minority language. Conversely, a hide-personality individual will always start the conversation in the majority language and will only reveal her background if another minority-language speaker addresses her in the minority language. The background of the person starting the conversation is not important, in that it is assumed that a reveal-personality minority speaker will reply in the minority language even if she is addressed in the majority language and then switch to the majority language if it turns out that her interlocutor speaks only the majority language. Intuitively, a graphic representation of this process could be as presented in Figure 3. Obviously, the communication behaviour of (monolingual) majority-language speakers is much less articulated, in that they will always speak language A.

**Interactions**

Starting from the age of 6, every individual explores the environment and interacts with her closest individual at every time-step. Every time-step can be seen as one year. Interactions happen based on the following rules:
1. if two majority-language speakers meet, they will converse in language A and nothing happens in relation to language B;

2. if a minority-language speaker meets a majority-language speaker, they will converse in language A and the proficiency in language B of the former will be slightly reduced;

3. if two language B speakers meet, the way they interact depends on their personalities:
   - if two hide-personality individuals meet, they will not know that they are both able to speak the minority language and they will converse in the majority language, causing their level of fluency in the minority language to be reduced;
   - if at least one reveal-personality person is involved, the conversation will be held in the minority language and the level of fluency increases for both.

4.18 At every time-step (i.e., at every iteration of the model), every minority language individual locates her closest agent and, based on whether the closest agent is a minority-language speaker or not, adjusts her level of knowledge of the minority language, respectively positively or negatively by one unit. This is a mechanic way of conceptualizing the fact that interacting in the minority language will increase one’s fluency in it, while not doing it does the opposite. At every time-step, if there are $n$ minority-language speakers, there are going to be $n$ such interactions (majority-language speakers are always assumed to speak the majority language, so nothing happens to their fluency). Obviously, in real life it is not one single conversation that makes a significant difference in one’s level of fluency. For this reason, I try to capture in one interaction the effect of a long series of conversations, which is why I characterize one time-step as one year. For a minority-language speaker, one interaction with a majority- (minority-)language speaker can be seen as a year in which one used the majority (minority) language more often than the other. Indeed, there would be no practical gain in breaking down this effect in hundreds and hundreds of micro-interactions, which would each have a micro-impact on the level of fluency and which, summed up, would give a net negative or positive overall impact. Simple as they are, these interactions capture the idea that, throughout a year, minority-language speakers might have more or less frequent opportunities to use the minority language, which will eventually affect their level of fluency. If their level of fluency reaches zero, they are assumed to be completely assimilated in the majority community and are considered simple majority-language speakers from then on.

4.19 In the following sections I will first validate the model and then I will discuss the results of a number of simulations. I will concentrate on the likelihood of survival of the minority language as a consequence of variables such as the proportion of minority people having a reveal-personality, education policies and the threshold at which they are put in place. I will also spend a few words on the impact of these variables on the level of fluency of minority-language speakers.

Model validation

4.20 Before discussing the results of the simulations, the model needs to be validated by comparing its results with real world data, in order to make sure that the assumptions on which it is based and the trends that it estimates are in a sense illustrative of reality. In the domain of computer simulations, a model that is a good representation of the real system is said to have face validity (Carson 2002). It could be easily argued that, given the need for simplifications, models are unrealistic anyway. However, agent-based modelling, just as any type of modelling, should be seen as an instrument to gain insights into a phenomenon and not as a truthful representation of reality. Even if based on drastic simplifications of reality, models can help gain better understanding of a phenomenon, which can in turn help our intuition to explain it or make predictions about it. As the objective of this article is to provide an idea of the relative impact of the variables taken into consideration on the decline of minority languages, it is not crucial that numbers are exactly right. Nevertheless, a close approximation of observed data is still desirable.

4.21 As discussed in Section 2, Switzerland provides various examples of language competition. In particular, I will compare the model presented here with the situation of Romansh speakers in the trilingual canton of Grisons. As mentioned, Grisons is Switzerland’s largest canton in terms of surface, the only trilingual one and the only one where Romansh is an official language.

4.22 As they constitute a shrinking minority, virtually all Romansh speakers (with the possibly sole exception of very young children) are proficient in the majority language of the canton, i.e. German (along with the local Swiss German dialect) (Liver 1999, Solèr 2004). According to the Swiss Federal Statistical Office, only 0.5% of the resident population of Switzerland declares Romansh as a main language (De Flaugergues 2016). The Romansh
language has an important cultural and identity value for Romansh people. According to Soler [2004], in areas where Romansh is spoken, it is very common for Romansh speakers to meet allophones, mostly German speakers, and Romansh is only used with other Romansh speakers. In this regard, he notes that Romansh speakers often face a dilemma, in that (i) being upfront about their background and constantly choosing to address people in Romansh without knowing if they speak the language is often considered rude, and (ii) constantly giving up Romansh in favour of German to accommodate allophones may be perceived by others as an act of betrayal towards not only one’s own native language, but also one’s own cultural heritage. The Romansh-speaking and the German-speaking communities live together with a high level of integration in virtually all areas where Romansh is spoken. Soler [2015] notes how there exists virtually no Romansh-only area and this has been especially the case since 2010, when many officially Romansh-monolingual municipalities started being merged with other German-monolingual municipalities to create larger bilingual administrative units. Besides, mixed pairs made up of a Romansh speaker and a German speaker are also a common feature of Romansh-language communities [Oswald 1988]. Considering all of the above, it is possible to conclude that Romansh-speaking areas in the canton of Grisons are by and large well represented by the simulated environment of the model and can be used as a source for validation.

4.23 The next step in our validation process is to check whether the trends estimated by the model are comparable to the trends actually observed. In order to do this, the model needs to be calibrated so as to reflect actual contextual data of the region taken into consideration. As a consequence, historical data from the canton of Grisons have been averaged over the period considered for validation, i.e. from 1960 to 2000, and used to calibrate the model before launching the simulations. Then, I have compared the results generated by the simulations in terms of the decline in the relative number of Romansh speakers with the actual trends observed over the same period. In order to account for the intrinsic stochasticity of agent-based models, I have run 100 simulations with the same initial conditions and averaged the results.

4.24 Some data were not directly available and needed to be estimated. Taking into consideration only Romansh speakers and German speakers (excluding italophones and other allophones), the former represented 31.52% of the combined Romansh- and German-speaking population of Grisons in 1960, while the latter represented 68.48%. According to the World Bank, the average fertility rate in the canton of Grisons between 1960 and 2000 was 1.81 (child per 100 women per year), which I assumed to be the same for both language communities. Average life expectancy, which rose from slightly more than 71 in 1960 to almost 80 in 2000, was 75.4. According to Oswald [1988], in 1960, couples involving at least one Romansh speaker involved another Romansh speaker in 60.75% of the cases and an allophone in the rest of the cases. This value had decreased linearly to 57.47% in 1970 and 52.14% in 1980. However, these values consider all possible combinations, including Italian speakers and other allophones. These data are complemented, and partly contradicted, by the data provided by the Swiss Federal Statistical Office, which allow to distinguish different types of combinations. If we consider only households where Romansh and/or German are spoken, regardless of whether a third language is also spoken, we obtain estimates that vary roughly between 60% and 65% between 1970 and 2000. Therefore, I combined the two sets of data and considered an average rate of endogamous pairing of roughly 60% between 1960 and 2000. The proportion of reveal-to-hide personality individuals is hard to estimate, therefore I simply assumed that the two personality types are equally represented in the community, as everybody faces the dilemma explained earlier. Concerning education policies in support of the Romansh language, we kept them inactive for these simulations in that the use of Romansh in schools was significantly increased only in 1990, at the end of our simulated period, when, on average, roughly 54.5% of students living in the traditional Romansh-speaking areas used Romansh as a communication language [Ludi et al. 1997, p. 269]. However, the use of Romansh in education varies significantly across the different Romansh-speaking communities. In 1990, the use of Romansh in school varied from less than 10% of the students in the Sutsilvan area to almost 90% in the Vallader area [Furer 2005].

4.25 Figure 4 shows the average of the simulated trends of Romansh speakers (blue curve) and German speakers (orange curve) proportions between 1960 and 2000 based on the conditions explained above. The trends are compared to the proportions actually observed (yellow and grey dots). The estimates were adapted from Coray [2008], taking into consideration only Romansh and German speakers. Surveys for the period 1960-1980 asked people about their “mother tongue”, while those for the years 1990 and 2000 allowed respondents to distinguish between “main language” and “language of common use”.

4.26 As the latter option is much less restrictive than the former, for sake of consistency, I decided to stick to the estimates of speakers of Romansh as main language, which was defined in the survey as the language of which respondents have the best command. Therefore, I consider “main language” more akin to the idea of “mother tongue” than “language of common use”. The model seems to project actual trends quite well. Therefore, we can consider the analysis of the results produced by the model as reasonably reliable, even if it is based on

Figure 4: Comparison of simulated trends (blue and orange curves, respectively for Romansh and German) with actually observed data (grey dots for Romansh and yellow dots for German)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (range)</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial population</td>
<td>200</td>
<td>Agents at the beginning of the simulation</td>
</tr>
<tr>
<td>minority speakers</td>
<td>40%</td>
<td>Initial proportion of minority speakers</td>
</tr>
<tr>
<td>Growth rate of the majority community</td>
<td>2%</td>
<td>Growth rate of the majority community</td>
</tr>
<tr>
<td>Growth rate of the minority community</td>
<td>2%</td>
<td>Growth rate of the minority community</td>
</tr>
<tr>
<td>Life expectancy</td>
<td>80</td>
<td>Life expectancy</td>
</tr>
<tr>
<td>Exogamy rate</td>
<td>0% to 100%</td>
<td>The likelihood with which a female minority individual gives birth to a baby with a majority individual</td>
</tr>
<tr>
<td>Reveal strategy</td>
<td>0% to 100%</td>
<td>The proportion of minority-language speakers that are willing to reveal that they speak the minority language</td>
</tr>
<tr>
<td>Education</td>
<td>0% to 100%</td>
<td>The proportion of minority-language speakers in school age that receive education in the minority language, if a language education plan is in place</td>
</tr>
<tr>
<td>Minority threshold</td>
<td>0% to 50% (in steps of 10%)</td>
<td>The threshold under which the proportion of minority has to fall before a language education plan is put into place</td>
</tr>
</tbody>
</table>

Table 1: Summary of the parameters used for the simulations

Data Generation and Analysis

5.1 In this section, I first discuss how I used the model to perform simulations and generate data, then I review the statistical methods used to analyse the data and produce results. I concentrate on the impact of different variables on the trends of the proportion of minority-language speakers. I also briefly discuss the impact of the same variables on the level of fluency of minority-language speakers. However, as statistics on people’s language skills are harder to obtain and less reliable as often based on self-assessment, the model was only validated for the proportion of minority-language speakers. Consequently, results concerning the level of fluency should be taken with a pinch of salt. Nevertheless, I considered it useful to add them to the discussion of the model, in that they can still provide some interesting insights. Finally, I will briefly present some results concerning the relationship between vitality and long-term survival of minority languages.

5.2 The specifications used in the simulations performed for the first analysis are summarized in Table 1. The first five parameters are necessary because they provide the model with dynamics, but I set them on arbitrary values because I am not interested in their impact. The last four are allowed to vary and were combined to create different scenarios to simulate.

5.3 Each combination of variables was simulated ten times to account for variations due to the intrinsic stochasticity of ABMs. A time limit of 1,000 time-steps was set. The number of scenarios simulated was 7,986, while the total number of simulations was 79,860.

5.4 The first analysis puts the decline of minority-language speakers in relation with the variables mentioned above. It is divided in two parts. First, I run a linear regression using the number of steps until extinction of the minority language community (i.e. until the proportion of minority-language speakers to total population reaches relatively simple behaviour rules.
### Table 2: Results of regression analysis (dependent variable: logarithm of time-steps until extinction)

| Estimate | Std. Error | t-value | Pr(>|t|) | Sig. |
|----------|------------|---------|----------|------|
| (Intercept) | 5.584000 | 0.002355 | 2370.99 | <2e-16 *** |
| Exogamy rate | -0.018260 | 0.000032 | -569.94 | <2e-16 *** |
| Reveal strategy | 0.001711 | 0.000030 | 56.79 | <2e-16 *** |
| Education | 0.002651 | 0.000030 | 87.81 | <2e-16 *** |
| Minority threshold | 0.005303 | 0.000056 | 95.08 | <2e-16 *** |
| (Exogamy rate)^2 | -0.000065 | 0.000001 | -56.84 | <2e-16 *** |
| (Reveal strategy)^2 | -0.000043 | 0.000001 | -40.24 | <2e-16 *** |
| (Education)^2 | -0.000052 | 0.000001 | -47.77 | <2e-16 *** |
| (Minority threshold)^2 | -0.000260 | 0.000004 | -68.04 | <2e-16 *** |

The results of the regression analysis are reported in Table 2.

#### 5.5

For the first part, I only look at the sub-sample of populations where the minority community disappeared within 1000 steps, which corresponds to roughly 95% of the total sample. Therefore, the new sample consisted of 75,541 observations. A quick look at the data shows a few issues that need to be taken into account before moving on to the analysis. By taking a look at the average number of steps-to-extinction per level of each variable, we immediately notice that the impact of all variables, especially the rate of exogamy, is non-linear. I shall do two things. First, as it is common in these cases, I centre the predictors about their mean values and include the square of each predictor. Centring data is done to avoid that the linear and the quadratic term correlate with one another. Second, I take the logarithm of the number of steps and use it as a dependent variable. This is a common transformation used to linearize non-linear relations. Besides, this helps hedge another issue, i.e. heteroscedastic data. However, to account for any heteroscedasticity left in data, we shall still use robust standard errors to compute more reliable test statistics and their related p-values. The resulting regression equation is the following:

\[
\ln(y) = \beta_0 + \beta_1 \text{exogamy rate} + \beta_2 \text{reveal strategy} + \beta_3 \text{education} + \beta_4 \text{minority threshold} \\
+ \beta_{11} \text{exogamy rate}^2 + \beta_{22} \text{reveal strategy}^2 + \beta_{33} \text{education}^2 + \beta_{44} \text{minority threshold}^2 + \epsilon
\]  

(7)

#### 5.6

The results of the regression analysis are reported in Table 2.

#### 5.7

The (adjusted) $R^2$ of the model is 0.829, meaning that the regressors can explain almost 83% of the variance in the dependent variable, while the remaining 17% can be traced back to the intrinsic stochasticity of complex systems. Bearing in mind that the high number of predictors included in the model tend to inflate the value of the $R^2$, we can say that the model is a good fit for the data. All of the predictors are statistically significant. However, given the great amount of data, statistical significance was almost expected and is not really informative. Interpreting the estimated coefficients when quadratic terms are included is somewhat less intuitive than it is for usual regression with linear predictors only. Indeed, each linear predictor needs to be interpreted together with its corresponding quadratic term. Besides, for the sake of easier interpretation, we need to retransform the coefficients to account for the fact that we used the logarithm of time-steps as a dependent variable. The impact of the independent variable $x$ on the predicted value $\hat{y}$ is the change in the predicted value when $x$ changes by some amount $\delta x$, ceteris paribus, i.e. when all other variables are held constant. We start by looking at the fitted model (for sake of simplicity, I will stick to the case of one linear predictor and its corresponding quadratic term):

\[
\ln(\hat{y}(x)) = \hat{\beta}_0 + \hat{\beta}_1 x + \hat{\beta}_{11} x^2
\]

(8)

where the “hats” on the beta terms indicate estimated values. Plugging in $x + \delta x$ for the change in $x$ and subtracting the initial value of $\ln(\hat{y})$ gives

\[
\ln(\hat{y}(x + \delta x)) - \ln(\hat{y}(x)) = \hat{\beta}_0 + \hat{\beta}_1 (x + \delta x) + \hat{\beta}_{11} (x + \delta x)^2 - \hat{\beta}_0 - \hat{\beta}_1 x - \hat{\beta}_{11} x^2
\]

(9)

\[
\ln \left( \frac{\hat{y}(x + \delta x)}{\hat{y}(x)} \right) = \hat{\beta}_1 \delta x + \hat{\beta}_{11} (2x \delta x + (\delta x)^2)
\]

(10)

#### 5.8

Note that this last passage is the same regardless of the number of predictors included in the model. As they are kept constant in order to compute the impact of the variable $x$ only, they cancel out, as was the case for
As can be seen, the relative change depends on the value of $x$ with which one starts. In other words, the change in the response is not constant and depends on the value of the regressor. Therefore, contrary to linear-linear regression, the estimated coefficients in log-linear regression do not represent the slope of the curve. Finally, we can observe that, for small values of $\delta x$, the right-hand side of the previous equation can be rewritten as

$$
\exp((\hat{\beta}_1 + 2\hat{\beta}_{11})\delta x) \approx 1 + (\hat{\beta}_1 + 2\hat{\beta}_{11})\delta x
$$

Consequently, we can write

$$
\frac{\hat{y}(x + \delta x)}{\hat{y}(x)} \approx 1 + (\hat{\beta}_1 + 2\hat{\beta}_{11})\delta x
$$

5.11 This means that the ratio between successive fitted values of $y$ is linear in $x$ or, alternatively, that the new value $\hat{y}(x + \delta x)$ is approximately equal to the previous value $\hat{y}(x)$ times a change of 100\% * ($\hat{\beta}_1 + 2\hat{\beta}_{11}$)$\delta x$. This linear approximation helps us interpret the results of the regression analysis in a more intuitive way. If we consider positive unitary changes (i.e., $\delta x = 1$), we can find, for example, the range of the variation in the impact of each variable from their minimum to maximum value, reported in the last column of Table 3.

### Table 3: Impacts of linear and quadratic predictors and variation of relative change when $\delta x = 1$

<table>
<thead>
<tr>
<th>Exogamy rate</th>
<th>Impact of linear predictor</th>
<th>Impact of quadratic predictor</th>
<th>Range of relative change</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.826%</td>
<td>-0.007%</td>
<td>98.82% - 97.54%</td>
<td></td>
</tr>
<tr>
<td>Reveal strategy</td>
<td>0.171%</td>
<td>-0.004%</td>
<td>100.60% - 99.75%</td>
</tr>
<tr>
<td>Education</td>
<td>0.265%</td>
<td>-0.005%</td>
<td>100.79% - 99.76%</td>
</tr>
<tr>
<td>Minority threshold</td>
<td>0.530%</td>
<td>-0.026%</td>
<td>101.83% - 99.28%</td>
</tr>
</tbody>
</table>

5.12 Table 3 is interpreted as follows. The first two columns are simply the beta coefficients in percentage terms, the same reported in Table 2. The last column indicates the ratio between successive fitted values of $y$. Values above 100\% mean that successive values increase, while values below 100\% indicate a negative succession. Values very close to 100\% imply that successive values are very close to one another or virtually unchanged. Exogamy rate seems to be by far the strongest predictor. Consecutive fitted values of $y$ are initially about slightly less than 99\% of the preceding value when $x$ increases by one unit. As $x$ increases, this decrease tends to accelerate (as it could be guessed from the fact that the coefficients of the linear and quadratic terms are both negative). Indeed, when $x$ is high, a unitary increase causes successive values to be between 98\% and 97.5\% of their preceding values. All other predictors have a positive but relatively weak impact on the long term survival of the minority community. Among them, minority threshold seems to be the strongest. Therefore, teaching the minority language to minority individuals to make them fluent seems to have a positive impact, especially if we consider that the variable education also has a positive coefficient. When the minority threshold is low (i.e., when the proportion of the minority community has to be very small before education plans are put in place), each unitary increase causes successive values of $y$ (time-steps to extinction) to be almost 102\% of the preceding value. However, as suggested by the negative coefficient of the quadratic term, this effect tends to wane as the threshold increases. Successive values tend to be very close to one another, as indicated by a relative change very close to 100\%. The same applies to the other two predictors.

5.13 For sake of completeness, I also show a graphic representation of the impact of each predictor.

5.14 The graphs in Figure 5 plot the average number of time-steps until extinction of the minority community for each separate variable. The other variables also vary, but the contribution of one variable at a time is displayed. As
can be seen, each variable contributes to the variation in time to extinction of the minority community. The plots also confirm the sign and the intensity of each variable (note the different scale for the exogamy variable), exogamy being clearly the strongest, and the other predictors having a smaller, yet non-negligible, effect. Besides, the curvatures of these trends justify the choice to add quadratic terms to the regression equation.

The second part of the first analysis consists in using logistic regression to provide further confirmation to the estimated impact of the variables mentioned above on the likelihood of long-term survival of the minority language community. In this part, I use the same database generated for the first part, but I will not exclude those simulations where the minority community went extinct within 1,000 time-steps. Indeed, we are interested in comparing simulations where the minority community survived with those where it did not. As mentioned, the minority language community survived in only 5% of the simulations. To increase the proportion of surviving communities for comparison purposes, I looked at those communities that were still alive after 500 time-steps. The proportion of simulations in which the minority community survived beyond 500 time-steps was about 14% of the total. Therefore, the question that we are trying to answer here is: “How are the odds of surviving beyond 500 time-steps affected by our predictors?”

The logistic regression model looks as follows:

\[
\ln \left( \frac{p(y)}{1 - p(y)} \right) = \beta_0 + \beta_1 \text{exogamy.rate} + \beta_2 \text{reveal.strategy} + \beta_3 \text{education} + \beta_4 \text{minority.threshold}
\]  

As can be seen, this is again a linear model. However, the predictors are in a linear relationship with the logarithm of the odds of a certain event (in our case, the minority language community surviving beyond 500 time-steps).

Figure 5: Average number of time-steps until extinction for various levels of each predictor
From the equation above, we can compute the odds as follows:

\[
\frac{p(y)}{1 - p(y)} = \exp(\beta_0 + \beta_1 \text{exogamy rate} + \beta_2 \text{reveal strategy} + \beta_3 \text{education} + \beta_4 \text{minority threshold})
\]  

(17)

The advantage of reporting the odds rather than the probability is that the variation in the odds is constant for all values of the predictors. It only depends on the magnitude of the variation. Indeed, assuming the case of two independent variables \(x_1\) and \(x_2\) and a variation \(\Delta k\) in \(x_1\), we can compute the odds ratio:

\[
\frac{p(y|x_1 = k + \Delta k)}{1 - p(y|x_1 = k + \Delta k)} = \frac{p(y|x_1 = k)}{1 - p(y|x_1 = k)} = \exp(\beta_1 \Delta k)
\]  

(18)

Therefore, if we assume unitary increases, the variation in the odds is constant and equal to \(e^{\beta_1}\).

Although it is customary to assign a value of 0 to a negative event (or an event that did not happen) and a value of 1 to a positive event (or an event that did happen), I preferred to assign 0 to the cases in which the minority language community “died” within 500 time-steps and 1 to those where the community did not die, regardless of the final proportion with respect to the majority language community. This does not imply any technical difference in the procedure of coefficient estimation. However, this way the signs of the estimated coefficients are consistent with the results of the previous analysis and easier to interpret. The results of the logistic regression are reported in Table 4.

The results of the logistic regression analysis seem to confirm the finding of the previous analysis. We can concentrate on column two (“Exp(coef)”) and three (“Exp(coef)-1”). Predictors with negative values in the third column can be seen as “risk” factors, while those with positive values can be seen as “protective” factors. Exogamy rate is once again the strongest predictor. A unitary increase in the rate of exogamy multiplies the odds of surviving beyond 500 time-steps by a factor of about 0.82, or, equivalently, causes a variation in the odds of about -0.18. The second strongest predictor is, once again, minority threshold, followed by education and reveal strategy. The latter predictor has only a slight impact on the odds of survival, the combined effect of the two education-related variables is substantial. A unitary increase in both variables multiplies the odds of surviving beyond 500 time-steps by a factor of about 1.13.

Let us explore further the weight of the exogamy rate variables. Figure 5 shows a heat map plotting the proportion of minority-language speakers to the total populations at time-steps 0 through 500 (recorded every 50 time-steps) for exogamy rates 0% through 50%. The initial proportion of minority-language speakers for these simulations was 40%. Reveal-strategy was arbitrarily set at 60%, minority-threshold at 100%, and education at 20%. This corresponds to a fictitious scenario in which 1 in 5 students is involved in education plans (which are always active, regardless of the proportion of minority-language speakers) and a bit more than 1 in 2 minority-language speakers is willing to converse in the minority language from the onset. These values were kept at constant values as having them vary and then averaging them over all simulations would have confounded the effect of the variables under study and made the heat maps all but non-informative.

The blue lines at every time step represent the proportion of the minority community for the exogamy rates indicated. Obviously, at time 0, it’s almost a line, in that they all start at 0.40 (the little wiggles are due to the in-built stochasticity of NetLogo). As we move from left to right we observe two things. First, shades go from darker (more minority speakers) to lighter (less minority speakers) at increasing speeds for increasing exogamy rates. Second, the line is less and less regular: it stays high at 0% exogamy rate, but it becomes lower and lower over time and it does so at increasing speed for higher exogamy rates.

Figure 7 shows a heat map exploring the interaction between reveal strategy and education to see to what extent education needs to be supported by an inclination to speak the minority language. In these simulations

Table 4: Results of logistic regression analysis (dependent variable: status of minority language community after 500 time-steps - 0 = dead, 1 = alive)

|                | Estimate | Exp(coef) | Exp(coef)-1 | Std. Error | z-value | Pr(>|z|) | Sig. |
|----------------|----------|-----------|-------------|------------|---------|---------|------|
| (Intercept)    | -3.09506 | 0.0452722 | -0.9547278  | 0.052164   | -49.79  | <2e-16  | ***  |
| Exogamy rate   | -0.20383 | 0.8150605 | -0.1843994  | 0.002298   | -88.72  | <2e-16  | ***  |
| Reveal strategy| 0.017651 | 1.0178077 | 0.0178077   | 0.000595   | 29.66   | <2e-16  | ***  |
| Education      | 0.04314  | 1.0440843 | 0.0440843   | 0.000708   | 26.95   | <2e-16  | ***  |
| Minority threshold | 0.077953 | 1.0810718 | 0.0810718   | 0.001299   | 60.02   | <2e-16  | ***  |

I assumed that exogamy rate is 0%, which, as I explained above, can be interpreted to mean either that there are no mixed households or that the minority language is always passed on to the next generation in mixed households. Besides, minority-threshold was again at 100%, so that the education variable is always active. As above, these variables were kept constant.

Darker shades represent higher proportion of the minority language community after 500 time-steps. The heat map shows that education policy is effective only if it is backed up by a willingness of the people to speak the minority language as first choice strategy. Indeed, a good deal of the upper-left corner of the map has clearly lighter shades of grey, indicating that even having education policies that involve 0% of the minority language community can have disappointing results if less than 40% of minority-language speakers are hide-type individuals.

In the second analysis I used linear regression analysis to study the factors affecting the impact of the same variables on their fluency of minority-language speakers in the medium term. Therefore, a time limit of 100 steps was set. However, as said, I will not spend too much time discussing these results, in that the ABM was only validated for the proportion of minority speakers, as accurate statistics on people’s language skills are hard to obtain and less reliable as often based on self-assessment. The model has the mean level of fluency of minority-language speakers as a dependent variable. The independent variables are the same as above, i.e. minority-threshold, exogamy-rate, reveal-strategy, and education. This time, all of them were allowed to vary between 0% and 100% in steps of 10%. Each scenario was simulated five times. The number of scenarios simulated was 14,641, while the total number of simulations was 73,205. Of all these simulations, I only included in the analysis those that did not result in complete assimilation within 100 time-steps, which were 65,985, i.e. roughly 90.1%. Obviously, if the minority community is completely absorbed into the majority, the level of fluency is zero. The direct consequence of this choice is that the coefficient of the exogamy rate variable might be underestimated, in that, as we have seen, it has the strongest impact on the survival of minority language communities. Therefore, the observations excluded are more often those with very high level of exogamy. Nevertheless, as the objective of this second analysis is to provide an estimate of the relative impact of all variables.
in minority language communities that still exist in the medium term, I found it appropriate to exclude cases of full assimilations. Results are reported in Table 5. All regressors in Table 5 have a statistically significant impact on the level of fluency of minority-language speakers. As was the case for the previous analysis, the extremely low p-values are most probably a consequence of the very high amount of data. Clearly, they all have a positive impact, except for exogamy rate. Unlike the previous analysis, the relative impact does not vary substantially across regressors, and education seems to have the biggest effect. The model has an (adjusted) $R^2$ of 0.618, meaning that almost 62% of variation in the response variable is explained by the regressors, while the rest is due to stochasticity.

Table 5: Results of regression analysis (dependent variable: mean level of fluency of minority-language speakers)

|                      | Estimate | Std. Error | t value | Pr(>|t|) | Sig. |
|----------------------|----------|------------|---------|----------|------|
| (Intercept)          | 32.803818| 0.155221   | 211.3   | <2e-16   | ***  |
| Exogamy rate         | -0.253376| 0.001644   | -154.1  | <2e-16   | ***  |
| Reveal strategy      | 0.236482 | 0.001484   | 159.4   | <2e-16   | ***  |
| Education            | 0.298659 | 0.001484   | 201.3   | <2e-16   | ***  |
| Minority threshold   | 0.195549 | 0.001484   | 131.8   | <2e-16   | ***  |

I conclude by quickly presenting some results concerning the relationship between vitality and long-term survival of minority languages. The third analysis puts in relation the initial proportion of bilingual speakers (varying between 10% and 90% in steps of 5%) with the number of time-steps until language disappearance. All other variables were kept constant at some arbitrary values. There were 17 different scenarios, and each one was run 20 times, making a total of 340 simulations. Giles et al. (1977) suggest that language vitality feeds on itself. In other words, more used languages tend to have higher chances to survive in the long term. Grin (1992), through formal economic modelling, argues that this is not necessarily the case, i.e. vitality is not always associated with higher survival likelihood. As noted by Grin (1992), the view on vitality and long-term survival provided by Giles et al. (1977) is somewhat circular, in that survival is simultaneously described as an indicator of vitality and a consequence thereof. Therefore, it is not really possible to conclude that vitality feeds on itself. The computational simulation presented here contributes to the qualitative discussion of Giles et al. (1977) and the economic modelling of Grin (1992). My analysis seems to support the idea that language vitality per se can hardly be considered a major driver of minority language survival. Indeed, the results suggest that there is only a weak positive correlation between the initial proportion of bilingual speakers and time to extinction. Besides, this correlation tends to wither and almost disappear for initial proportions higher than 40% (this trend is presented in Figure 8). In other words, a small group of minority-language speakers can survive for a very long time, while a high initial proportion is in no way guarantee of long-term survival. This allows us to confirm further the results of the two previous analyses, i.e. that long-term survival of minority language communities is highly dependent on other factors, such as the ones identified in this paper.

Figure 8: Scatterplot of time-steps until extinction for various levels of initial proportion of bilingual speakers
Discussion

6.1 On the basis of the analysis of the simulations performed, a number of conclusions can be drawn. I will try to back them up by referring to cases actually observed. It is probably worth starting our discussion with the impact of the exogamy rate of minority-language speakers, i.e. the frequency with which minority people tend to pair and build a family with a non-minority individual. Based on the observed results, exogamous pairing, with the implications in terms of language transmission presented earlier, seems to have a major negative impact on the long-term chances of survival of the minority language. Indeed, numerous authors have observed a substantial negative correlation between the rate of exogamy and the level of minority language intergenerational transmission. For example, Harrison (1999), discussing the case of German immigrants to Canada, observes that a considerable amount of exogamy contributes to a lower level of language maintenance across generations. He compares this with the case of Punjabi-, Chinese- and Spanish-speaking immigrants to Canada, who were characterized by substantially lower rates of exogamy and a higher tendency to pass their language on to the next generation. These trends are confirmed by Frideres (2014), who studied the patterns of intergenerational language transmission among Aboriginal communities in Australia. He observes that within communities with a high a level of exogamy there is a considerably lower use of Aboriginal languages and, consequently, diminished language continuity across generations. Referring to a previous study by Stevens & Schoen (1988), he associated linguistic intermarriage with an instance of group disaffiliation, whose direct effect on the next generation is complete language loss. Finally, Jan et al. (2016) provide further support for this claim by studying the case of Hakka speakers in Taiwan. These findings fit particularly well in our discussion in that, as the authors argue, Hakka minority people are not physically distinguishable from majority people. The distinct Hakka language, along with Hakka traditions and cultures, are the main constituents of the Hakka identity. The authors find that linguistic intermarriage has a significant negative impact on the likelihood of retention of the Hakka language across generations. In particular, they find that exogamy is the single strongest predictor of language loss and that for Hakka people born in mixed (Hakka-Han) families, the likelihood of speaking Hakka decreases by 87% with respect to those who have two Hakka parents.

6.2 Moving on to the relationship between education and survival of the minority language community, we could notice that teaching the minority language has a positive impact on the chances of long-term survival and on the level of fluency of speakers. This is especially true if these programs are put in place before the size of the minority community declines too much. The analysis shows that both variables concerning education programs ("education" and "minority threshold") have a positive impact on the chances of long-term survival of the minority language. However, the impact is not enough to compensate the decline due to higher rates of exogamy. Indeed, they only seem to slow down the decline of the minority language, rather than stop it, let alone reverse it. Sadly, tales of unsuccessful language education programs are quite frequent in the relevant literature, the case of Irish being one of the most famous. To make a list of all the issues that caused Irish revival to be by and large a failure goes well beyond the scope of this article. Numerous authors have already discussed the matter in great detail, such as Lenoach et al. (2012). Here I will only discuss how language education plans can end up being a failure if they are not backed up by the right attitude among the very addressees of the plan. Even if we assume that schooling does make students fluent in the minority language, continuous exposition to majority language and the fact that the majority language might be the first option for many minority-language speakers (i.e., a scenario with a low level of speakers who play the "reveal" strategy), not to mention a low level of mixed households where the minority language is passed on to the next generation, are largely enough to eliminate the benefits of schooling. Already in the nineties, Carnie (1996) mentioned an emblematic issue related to the Irish language revival program, which he labelled a "spectacular failure". Each year, thousands of English-speaking students with only limited knowledge of Irish participate in language immersion programs at "Gaelic colleges" in the Gaeltacht (the collection of primarily Irish-speaking regions of the Republic of Ireland). However, the massive infusion of English speakers who are reluctant to speak Irish causes the Irish-speaking students to be dramatically outnumbered. As a consequence, English quickly becomes the language of first choice for everyone. This program, rather than pushing English speakers to speak Irish, pushes Irish speakers to speak English.

Conclusions and potential developments

7.1 The model presented here provides some useful insights into the complex dynamics of language contact and its implications on the decline of minority languages. In particular, it does so by building on a number of relatively simple intuitions on individual language strategies. It considers multiple aspects, which can be combined to
create different scenarios. Such scenarios can inform on the variations of the current conditions in the long term and/or on the potential long-term impact of different policies. Consequently, it can be used to serve policy making purposes. It should be noted, however, that I developed and used the model with the final objective of testing the impact of different variables. The idea of creating an in vitro version of a multilingual community and study it derives from the fact that, in real life, it is not possible to observe enough different scenarios with a view to studying the relative impact of each variable. For a practical use, the model would have to be calibrated to reflect the actual case scenario under study and only then it would be able to provide some insights to inform, along with other qualitative and quantitative observations, the process of policy making. Therefore, this model should be seen as a first step towards the higher-level objective of getting language disciplines, social sciences and computational simulation closer together.

7.2 As it works through simulations rather than actually observed data, it can be used to estimate the impact of different variables over very long periods of times, which would be otherwise unobservable. Besides, it can be amended or further developed to accommodate all sorts of different settings. For example, should a policy maker want to simulate a specific environment in which behavioural rules are known to work in a different way, she could simply go into the code and modify it accordingly. Alternatively, the model could be extended to abstract and parameterize more behavioural rules, so that they could be switched on and off according to needs. One possible extension could be to change the assumptions concerning education. As said, it is assumed that students involved in language education programs become fluent by the end of schooling. If policy makers have precise data on the average level of fluency reached by students, it could be interesting to modify the model accordingly and look at long-term implications. Clearly, the direct consequences of any lower-than-proficient level at the end of school would result in a reduced effect of education policies. Another extension could be to compare scenarios with different types of reveal-strategy players, to reflect contexts with higher or lower power distance, as discussed in Section 4.14.

7.3 On the basis of the previous discussion we can say that the ABM presented in this article provides a reasonably accurate representation of the actual trends of minority language decline resulting from language contact. Indeed, it provided realistic estimates of the trends in the proportions of Romansh speakers with respect to German speakers in the Canton of Grisons. Besides, several studies confirmed the relative weight of each individual factor included in the model as identified by our analysis. This suggests that the simple behavioural rules that we used to describe individual linguistic strategies of communication and intergenerational transmission are able to capture the essence of people’s actual behaviour. In short, the model found that linguistic intermarriage and the implications assumed by the model in terms of language transmission seem to be the strongest factors affecting the likelihood of long-term survival of minority languages, while factors such as language education and the willingness to speak the minority language seem to have only a marginal impact. Higher levels of exogamy are associated with quicker rates of decline of the minority language. On the contrary, all the variables included in the model seem to have a non-negligible impact on the level of fluency of minority-language speakers.

7.4 Needless to say, promoting endogenous marrying is not an advisable solution, nor is forcing people to speak the minority language. Rather, an answer to the decline of minority languages could lie in the social perception of these languages. The strong impact of the exogamy rate variable is mostly due to the assumed consequences of exogamy, i.e. that children born to mixed couples do not learn the minority language. The ABM presented in this paper reveals the importance of language choice in exogamic couples. As I explained, the simulations assume that in bilingual couples, the home language will be the majority one. This can be amended to reflect other possibilities, in which, for example, mixed families are actually encouraged to pass both languages on to the next generation. Or else, it could be assumed that majority-language speakers learn the minority language if their partner speaks it. This might easily hedge the decline of the minority language community, if not reverse it.

7.5 A more positive social attitude towards minority languages, which may result from measures such as granting the status of official language or supporting cultural activities, could improve the chances of long-term survival. Indeed, it could:

1. influence communication dynamics in mixed families, pushing the monolingual parent to learn the minority language, raise the children bilingually and make sure that they become fluent in the minority language;
2. increase the likelihood that a minority-language speaker reveals that she speaks the minority language.

7.6 These two effects combined could have a significant impact on the long-term survival of minority languages. Indeed, attitude and social perception seem to play an important role in the dynamics of minority languages...
and that any measure in support of these languages risks being a failure if it is not welcomed by individuals with a positive attitude. As a matter of fact, success stories of this kind already exist. Ever since the end of Francoism, many institutional campaigns have been launched to support the revitalization of the Catalan language in Catalan-speaking regions of Spain. For example, the Government of Catalonia started many initiatives that explicitly addressed the issue of people feeling ashamed to speak Catalan. One of them was the “Dóna corda al català” (“Unleash the Catalan language”) campaign, which was articulated in three themes: “Parla sense vergonya”, “Parla amb llibertat” and “Per començar, parla en català”, which roughly translate to “Don’t feel ashamed to speak”, “Speak freely” and “Speak Catalan from the outset,” respectively.  

7.7 These campaigns were further supported by the introduction of Catalan as a preferential language for education and by the creation of Catalan-speaking media.

7.8 We can also expand our discussion to speculate on the implications of opening up to migration dynamics. In particular, we could consider the case of immigration flows and the issue of language choice for immigrants. As Chiswick & Miller [1994] note, the choice is straightforward for individuals migrating to monolingual countries. However, a number of variables come into play when the destination country is multilingual. These variables include proximity to the immigrant’s native language, the predominant language in the specific region where they settle and its relative weight on the labour market. Considering these variables, it is easy to see that significant migration flows can have an impact on the size of minority language community, either positive or negative. For example, it is no secret that, among other things, massive immigration of French-speakers and other immigrants who preferred French over Dutch, combined with the perception of French as an elite language, is one of the factors that made Brussels, a historically Dutch-speaking area, into a French-majority city (Leclerc [2008]).

7.9 It should be noted that education programs, as conceived in our ABM, were only addressed to individuals in school age. They are then left to normal communication dynamics for the rest of their life, with the implications in terms of fluency in the minority language explained above. One way to increase the impact of education could be to introduce lifelong learning programs, so that the level of fluency of minority-language speakers could be sustained also after school age in spite of continuous exposition to the majority language. Besides, one could also think of extending minority language education programs to majority-language speakers, whether they have a majority-majority or a mixed majority-minority background. This would easily amplify the impact of the two education-related variables.

7.10 Finally, concerning the relationship between vitality, defined as the proportion of people able to speak the minority language, and the long-term survival of the minority language, we saw that the initial proportion of bilingual speakers is only weakly correlated with long-term survival, and that this correlation is virtually non-existent for initial proportions greater than 40%. This finding is somehow comforting, in that it implies that the long-term survival of the minority language community is highly dependent on other factors. This means that it is possible to improve the vitality of minority languages through “policy-actionable” variables, almost regardless of the current proportion of minority-language speakers.
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Model Documentation

The model was programmed using NetLogo 6.0 and the code is available at: [https://www.comses.net/codebases/3108c3b3-ed14-487d-999a-c85b7a12256a/releases/1.0.0/].

Notes

1For an in-depth discussion on the transversal character of language issues, see Grin et al. (2014).
2Examples are numerous and include simulations of social identity dynamics leading to group formation (Smaldino et al. 2012), the evolution of grammar and vocabulary (Lekvam et al. 2014; Sierra-Santibáñez 2014), and income distribution and wealth accumulation across different social classes (Russo 2017).
3Note that Appel & Muysken (2005) speak of the case of two languages, but their categorization can be easily extended to the case of more than two languages.
4It should be noted that articles 4 and 70 of the Swiss Constitution simply speak of “German” (Deutsch) as being a national and official language, but it is normally interpreted to mean “High German” (Hochdeutsch), which is also informally referred to as the “written language” (Schriftsprache) in the Swiss context. This applies also to the French, Italian and Romansh (equally official) versions of the Constitution.
5From here on, I will use the term “German” to refer indifferently to High German and Swiss German.
6For a review of the various definitions of “bilingualism”, see Paradowski & Bator (2016).
7There are numerous studies that show how languages (or varieties thereof) can be associated with a more or less favourable perception in certain contexts. For example, see Ros (1984) for a discussion on the different perception of Castillian-speakers and Valencian-speakers in the Valencian Community in Spain.
8A rather different kind of support for the idea of higher-status male-specific language transmission is provided by Forster & Renfrew (2011). They found that prehistoric language death and replacement correlates with immigration of males but not necessarily females, according to a global analysis of modern mtDNA (which is inherited from mothers only) and Y chromosomal patterns. This suggests that prehistoric women may have preferred to adopt and pass on the language of immigrant males, especially if they displayed military prowess or a perceived higher status, yielding the language/Y-chromosome correlation observed today.
9Another example of such behaviour is presented in a study by the Canadian office of statistics on language use in different family configurations (see https://www150.statcan.gc.ca/n1/pub/75-006-x/2015001/article/14301-eng.htm). In short, the study shows that in communities where both French (minority) and English (majority) are spoken, families in which both parents have French as a mother tongue are much more likely to use French as a home language than English, as opposed to couples where only one parent has French as his/her main language.
10For more on communication accommodation theory, see Giles (2008).
11“Romansh” is actually a collection of five mutually understandable Romance languages, each with its own written standard. They belong to the same language sub-family as Ladin and Friulan, which are spoken in Northern Italy. In 1982 a unified Romansh language with a shared written and spoken standard was introduced by the Lia Rumantscha (Romansh League), called Rumantsch Grischun (Grisons Romansh).
12These numbers were calculated using data published in Coray (2008).
13https://data.worldbank.org/country/switzerland
14The two options in German were “Hauptsprache” and “Umgangssprache.” Another possible translation for “Umgangssprache” could be “language of social interaction.”
15The value of zero was selected to simulate the impact of absence of policy. Values over 50% would have skewed the results, in that values from 50% to 100% are all above the initial proportion of minority speakers.
16Technically, as explained earlier, the range is not from 0 to 100 (or 0 to 50 for minority threshold), but from -50 to 50 (and -25 to 25 for minority threshold). Indeed, in order to account for the potential collinearity between linear and quadratic terms, the variables were centered on their mean, as it is customary in these cases. This does not imply any difference in interpretation. For more on this, see Afshartous & Preston (2011).
17The odds of an event y are defined as $p(y) / 1 - p(y)$, where $p(y)$ is the probability of said event. For example, the probability of rolling a (fair) die and getting a 4 is 1/6, while the odds of the same event is 1 to 5, that is, if we roll a die many times, we would expect to get a 4 every 5 times the roll gives any other outcome.
18The words “positive” and “negative” are clearly not meant as synonymous with, respectively, “desirable” and “undesirable.”
19The combined impact of the variation in two factors is computed by multiplying the two exponentiated coefficients. Indeed,

$$\frac{exp(\beta_0 + \beta_1(x_1 + 1) + \beta_2(x_2 + 1))}{exp(\beta_0 + \beta_1x_1 + \beta_2x_2)} = e^{\beta_1 + \beta_2} = e^{\beta_1}e^{\beta_2}$$

(19)

Examples can be found at the following addresses: https://www.youtube.com/watch?v=XIH4ZLSi3YM
https://www.youtube.com/watch?v=rtjniMmgY5A
https://www.youtube.com/watch?v=2wBmCrvj7lw
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