Abstract

This paper presents a model to generate dynamic patterns of maritime piracy. Model details, outputs and calibration are illustrated. The model presented here is a tool to estimate the number of pirates and their area of action. The Gulf of Aden is considered as a case study, and data on pirate attacks, vessels routes and flows through the Gulf of Aden in the year 2010 are used to build the model. Agent-based modelling is employed to simulate pirate, vessel and naval forces behaviours.
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Introduction

1.1 Maritime piracy has increased dramatically in recent years and it is estimated that this type of crime costs the global economy over $7 billion per year (Pisch 2010). Not surprisingly, this has attracted attention from the military and international institutions such as the United Nations. It is claimed that the primary motivation for pirate attacks is financial gain obtained either through hijacking and theft of cargo or ransoms collected following the kidnapping of the vessel and crew (Hastings 2009).

1.2 A number of approaches to fight maritime piracy have been implemented (e.g. Rengelink 2012). For example, a UN Security Council resolution (Oct 2008) provides the legal basis for the pursuit of pirates into Somali territorial waters. The UN sanction in 2008 and a US presidential order in 2010 both banned the payment of ransoms to a list of individuals known to be involved in piracy. In August 2008, the Maritime Security Patrol Area (MSPA) was set up in the Gulf of Aden by the Western Navies Combined Task Force and in February 2009 a transient lane off the Gulf of Aden through which ships are advised to sail was established (the International Recommended Transit Corridor). Despite efforts to reduce piracy, a recent empirical analysis of daily counts of piracy in Somalia and the Gulf of Aden provided no evidence as to the effectiveness of such policies to date (Shortland & Vothknecht 2010). However, fighting piracy is both an urgent and difficult task. To illustrate, consider that in 2010, 30 ships were allocated to the fight against piracy but that these are required to patrol a region of two-million square miles (Chalk 2010). Thus, understanding maritime piracy and optimising strategies aimed at reducing it is of clear importance.

1.3 Several scholars have attempted to investigate the phenomenon from qualitative (OnNeia 2007) and descriptive (Abott & Rinemick 1999; Vagg 1995) perspectives, or focused on how to apply international law to this type of crime (Tooves 2009). The majority of the quantitative research has been carried out by political scientists and in such studies, macro-level features of different states are used to explain the variation in the frequency of attacks. Perhaps the most relevant quantitative findings are two-fold: firstly, the risk of piracy is not evenly distributed across the world's oceans (Marchione & Johnson 2013); and, secondly, maritime piracy is thought to be more prevalent off the coast of failed or weak states (Hastings 2009).

1.4 To explain observed patterns, Daudeker and Prins (2011) propose a general explanation of maritime piracy that emphasizes the importance of institutional and economic opportunities. They use a mono-year unit of analysis that includes all states in the international system and cases from 1991 to 2007. By defining the country-year as the unit of analysis they provide descriptive statistics on spatial and temporal trends. The authors conclude by showing a positive and statistically significant relationship between piracy attacks and both state failure and economic opportunity.

1.5 Such findings offer insight into how the problem may be addressed through political or other approaches – approaches that may be targeted towards the restoration of law and order in weak states – but offer only the most general intelligence as to where attacks are most likely to occur in the future while state fragility remains. Spatial analyses of maritime piracy that may assist in the latter endeavor are proposed by Caplan et al. (2011). Using Risk Terrain Modeling, they define a way to standardize risk factors to common geographic units over a continuous surface. To generate such a map, separate layers represent the intensity of each risk factor and combined produce a composite “risk terrain” map. In their study, they try to explain spatial patterns of maritime piracy, the authors put forward three risk factors: state status, shipping routes and maritime choke-points. In output RTM generates a GIS map that highlights high-risk areas. Their results are promising but the maps are time-invariant and provide no insight into how the interactions between pirates, vessels (potential targets) and naval forces might lead to observed patterns of attacks.

1.6 Temporal patterns of maritime piracy are discussed by Shortland and Vothknecht (2010) who evaluate the effectiveness of the international naval mission in the Gulf of Aden between 2008 and 2010. The authors claim that pirate actions can be modeled according to a national choice framework just as Becker (1968) and Sandler and Enders (2004) did for criminal activities and terrorism respectively. Surprisingly, their evidence suggests that the incidence of piracy in the Gulf of Aden has increased since the inception of the naval counter-piracy measures discussed above.

1.7 The methods so far discussed are top-down approaches for which data are collected in the real world, associations are examined using statistical methods and the data generating process inferred. However, spatial and temporal patterns of pirate attacks have also been explored using mathematical and agent-based models. Two examples are the work of Fu et al. (2010) and Jakob et al. (2010). Fu et al. attempt to explain changes in economic losses experienced by the global shipping industry over time in terms of the costs potentially incurred as a consequence of maritime piracy. To do so, they use a simulation model to investigate how maritime piracy might affect losses through the increased cost of insurance, and the potential increased costs associated with ships being forced to take longer routes to avoid the risk of piracy. To do this, they use data on shipping movements between 2003 and 2008 and identify the primary routes used and those that may have to be used to avoid the risk of piracy. Focusing on the effect of piracy on the Far East-European markets, the authors conclude that their model is able to reproduce the losses observed in the real world, and hence suggest that these are likely to be due to piracy.

1.8 Jakob et al. propose a spatially explicit agent-based (Gilbert 2008) platform for analysing, reasoning and visualizing information in the maritime domain with the emphasis on detecting, anticipating and preventing pirate attacks. The platform is designed for the development and evaluation of counter-piracy methods, however, the authors neither explicitly state the methodologies used to calibrate and evaluate the model, nor describe the techniques they use to assess model outcomes.

1.9 The contribution of the current study is twofold. First, a method of calibrating the behaviours of a set of agents that, through their activity (or lack of it) likely contribute to patterns of maritime piracy is introduced. As with all direct contact predatory crimes (see Cohen and Felson 1978) we hypothesize that incidents of piracy occur when motivated offenders – in this case pirates, suitable targets – in this case vessels, converge in space and time in the absence of capable guardians. Capable guardians could be anyone who, through their presence can prevent piracy. In the context of piracy, such guardians will typically either be naval vessels or private security teams – here we focus on the former. Thus, we consider three classes of agents – pirates, vessels, and naval forces, and see whether a simple model of their activity generates maps of piracy that resemble the empirical record. The second contribution is the use of techniques to visualize and compare simulation model outputs with observed empirical patterns. This is of great importance for assessing model performance and (for example) considering how simulated strategies may impact upon maritime piracy.

1.10 In the work presented, an agent-based model is employed to produce dynamic maps of maritime piracy attacks in 2010 in the Gulf of Aden. This model is informed by a series of data sets, described in Section 2. A description of the model is in Section 3 and model calibration is discussed in Section 4. Section 5 concludes the paper.

Data

2.1 Five sources of data are used in the proposed model. First, data concerning incidents of maritime piracy for the calendar year 2010 around the Gulf of Aden were obtained from the National Geospatial Intelligence Agency (NGA) Anti-Shipping Activity Messages database. The NGA-collected and collate incidents of maritime piracy, and issue warnings to mariners in real-time. Their data come from a variety of sources including, but not limited to, the International Maritime Bureau and the International Maritime Organization. For each attack, the location is recorded and represented using the Latitude and Longitude coordinate system. The data on which attacks took place is also recorded, along with information about the type of vessel attacked, and a free-text description of the event. Video 1 shows a dynamic visualization of the entire NGA database for the period 1990 to 2012. Zones with a high density of attacks are colored in shades of green – the lighter the shade the greater the density. The density values calculated for each frame of the video are derived using a spatial and temporal smoothing algorithm. The approach to spatial smoothing is discussed below, but with respect to time, a linear inverse weighting is applied for each time interval so that attacks that occurred most recently are given the most importance. Noticably, a burst of pirate attacks is observed around the Gulf of Aden in the year 2010, and it is in this area that we focus our attention in what follows.
2.2 We analyse all incidents of maritime piracy. Figure 1(a) shows each of the 56 incidents of piracy (red dots) that were recorded in 2010 around the Gulf of Aden.
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Figure 1. Pirate attacks and vessel routes in 2010

2.3 Second are data concerned with the movement of ships through the area of interest. These positions are difficult to collect: one can either buy this information or collect Surface Synoptic Observation (SYNOP) data. We do the latter, collecting a sample of data for the period 15 November to 31 December 2010 [2]. SYNOP is a numerical code used for reporting weather observations. The data include meteorological measures along with the Longitude and Latitude of the location at which the observation was taken, and when it was taken. Individual vessels routinely transmit SYNOP data thereby allowing their location to be tracked over time. Figure 1(b) shows the entire dataset collected through SYNOP in 2010 for the Gulf of Aden. Each blue dot represents a SYNOP numerical code.

2.4 Third, the number of vessels passing through the Suez Canal in 2010, both from north to south and from south to north, is obtained from the Canal Suez Traffic Statistics [2]. These data are used to simulate vessel volumes in the Gulf of Aden. It is assumed that all the vessels that went through the Suez Canal also went through the Gulf of Aden. Table 1 shows figures for both flows: north to south and south to north.

<table>
<thead>
<tr>
<th>Year</th>
<th>North/South</th>
<th>South/North</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>9032</td>
<td>8961</td>
</tr>
</tbody>
</table>

Table 1: Vessels transiting the Gulf of Aden (b) shows the entire dataset collected through SYNOP in 2010 for the Gulf of Aden. Each blue dot represents a SYNOP numerical code.

2.5 Fourth, information on the number of naval units operating in the Gulf of Aden in 2010 are taken from the work of Chalk [10], who identified 14 international naval units operating in the Gulf. Apart from NATO, a number of other states sent frigates to protect and/or escort shipping off the Horn of Africa, including India, China, Russia, Pakistan, Saudi Arabia, the Netherlands, and Malaysia.

2.6 And finally, the flag (the country to which the vessel is registered) and type of all the vessels passing through the Suez Canal in the year 2010 were obtained from monthly reports issued by the Canal Suez Traffic Statistics [2].

Model

3.1 The model is implemented on and generates a dynamic map. It consists of a 286 × 160 grid for which each cell is represented by 3 × 3 pixels. Each pixel edge represents 1.4 miles, therefore each cell is 17.64 squared miles. Other dimensions could be used, but this scale is more than adequate to examine the phenomenon of interest and provides a tractable model that uses a relatively fine temporal resolution (see below). Land is coloured grey and the sea black. Country borders are shown as green lines. There are four type of agents that are free to move across the sea; pirates coloured in magenta, successful pirate attacks coloured in red (they do not move), vessels and navy units in cyan and green respectively (see Figure 5a). The condition action rules that govern agent behaviour (see below) allow the testing of hypotheses and a method of generating dynamic maritime piracy risk maps.

Defining maritime piracy maps

3.2 Before discussing the model further, we describe how the spatial pattern that we seek to simulate is defined. Let pirate attack density be a cell variable. It is based on the count of pirate attacks in that cell during the year 2010. As illustrated in Figure 1(a), pirate attacks are rather scattered and consequently for the cell dimensions used, rarely occur in the same cells. For this reason, a transformation is used to obtain a sensitive density value for the risk of piracy in each cell. One solution would be to increase the cell size. However, problems with using coarse grids for this type of analysis are well known and include the ecological fallacy (Robinson 1950) of assuming that within a (large) cell the risk of attack is equal at all locations. A related and more important issue is the modifiable areal unit problem (Openshaw 1984). In this case, the problem is that the distribution of a particular point pattern may look quite different if it is summarised by aggregating events to different sets of boundaries. This may be the case even if the different boundaries only differ in subtle ways, and the problem is particularly acute if events occur near to the boundaries. For these reasons, a different approach is proposed. Instead of simply counting the number of attacks that occur in each cell, we use a kernel density estimator. Conceptually, for each attack, one can think of the approach as providing an estimate of how accurate it is to assign that attack to a particular cell. The density is computed using the method as described in Tarn (2007). As with other estimators, the algorithm used estimates density values for a grid of regular sized cells by identifying events within a given bandwidth of each cell and then computing a weighted sum of events. Events are weighted by their proximity to the centre of the cell of interest and so cells with large numbers of events clustered around the centroid of the cell will have the highest density values. This particular method (Tarn 2007) is used as it not only computes a density estimate in two dimensions but also selects the optimal bandwidth to describe a particular point pattern.

3.3 Pirate attacks that occurred during the first six months of the year 2010 are transformed into the density map shown in Figure 2. Density is visualized in shades of magenta, the lighter the higher the density is, the darker the lower. The transformation proposed here shows two areas with high concentrations of incidents of piracy. The one with the highest density is between Yemen and Somalia. The choke-point south-west of Yemen is also an area with a high density of attacks.
3.4 Maritime piracy cannot occur in the absence of target vessels and so estimates of the typical location of such ships is a key element of a model of maritime piracy. Figure 1(b) shows vessel locations, as recorded in the SYNOP data from 15 Nov 2010 to 31 Dec 2010 off the Gulf of Aden. It is possible to detect a main route starting from the Suez Canal, going through the Gulf of Aden and then fork north-east towards the open sea.

3.5 The vessel route map used here is derived from the SYNOP data and is defined as the likelihood of finding a vessel on a particular cell (vessel density) in the year 2010. This map has to be consistent with the shape of the land, and therefore around choke-points (where there is less room for manoeuvre) the density must increase, whereas the further a vessel moves into the open sea the lower the density will be. The vessel route map is generated through a two-step process. First, the main route is identified as a polyline as shown in Figure 3(a) [3]. The cells that intersect the polyline are then used to define the main route in the model. Ships can, of course, also move through other cells but the probability of them doing so decreases the further a cell is from the main route. The second step is to establish these probabilities. To do this, for each cell on the main route, we estimate the distance of that cell from the coastline. This value, labelled breadth, approximates the maximum distance a vessel could realistically be found between it and the coastline. For each cell on the main route, let \( d_\text{dist} \in [0, \text{ breadth}] \). The probability of a vessel traveling through a cell that is cells from the main route is then estimated by counting the number of values of \( d_\text{dist} = 0 \) that are equal to \( d \). Figure 3(b) shows the route map for vessels. Vessels sailing south to north follow the same route as vessels sailing north to south. Cell vessel density is visualized in shades of blue, the lighter the colour the higher the density, the darker the colour the lower.

3.6 Pirates, naval units and vessel agents are free to move across the sea. A set of parameters is defined in order to simulate their behaviours, as follows:

1. \( \text{na} \) naval units radius area of action
2. \( \text{np} \) naval units radius of influence
3. \( \text{np} \) number of pirates
4. \( \text{pa} \) pirates radius of action
5. \( \text{pt} \) pirate inactivity time
6. \( \text{npz} \) number of zones in which pirates operate
7. \( \text{npz} \) pirates radius of influence

The parameter \( \text{np} \) defines the number of (circular) zones in which pirates can operate, whereas \( \text{np} \) determines the number of pirates (where \( \text{np} \geq \text{npz} \)). Where the latter is greater than the former, the number of pirates allocated to each zone is the result of a stochastic process that ensures that similar numbers of pirates are allocated to each zone. The parameters \( \text{npz} \) and \( \text{na} \) define the zone of operation of pirates and naval units by identifying the radius within which these two types of agent can act respectively. Based on empirical observation (see section 2), the number of naval units is fixed to 14. However, as the number of pirates that operated in the region in 2010 is unknown, simulations are run with different numbers of pirates, which allows us to see how outcomes vary for different settings. Multiple pirate agents can operate within each pirate zone of action, but only one naval unit can operate in each naval zone. The centroids of the naval zones are allocated by dividing the main route into \( 14 + 1 \) equally spaced segments, and placing the centroid of a zone at the end of each of the first \( 14 \) segments. Pirate zones of action are allocated in the same way but in this case the main route is divided into \( \text{npz} \times 1 \) segments. An example, shown for the purposes of illustration only, for which there are 5 pirate zones each with a radius of 63 nautical miles is shown in Figure 4. Thus, the zones of action for both the pirate and naval agents will vary as a function of the number of zones used and the radius of action selected. Where there are few (many) zones of activity for any class of agent there will be little or no (much) overlap across zones.
3.1 At regular intervals determined using a uniform random number generator, vessels begin their journey either from the north-west or the east (see Figure 4). The exact starting location of each vessel is determined by random sampling from a uniform distribution with a mean of 15 knots, and a standard deviation of 2 knots. As vessels move, they follow a route for which the cells are of the same density as the start zones. Furthermore, the compass is set as N= h –180.

3.2 Parameter $c$ corresponds to 30,660 simulation steps.

3.3 Insufficient literature is available to define the behavior within which they conduct a biased random walk. Consequently, account is taken of this in the model, and the compass is set as N= h –180.

3.4 Pirate attacks occur when three conditions are met:

1. the distance between a pirate and a potential target vessel is less than $p$;
2. the distance from the closest navy unit is greater than that over which naval forces influence pirate decision making ($I$);
3. if conditions 1 and 2 are met, a pirate agent’s decision as to whether to attack is influenced by three factors:
   - the (simulated) season
   - the type of vessel encountered (e.g., bulk cargo, oil tanker – see Table 3), and
   - the flag (the country to which it is registered) of the vessel

Conditions on the open seas vary by season, and research indicates clear seasonal patterns in the risk of maritime piracy (e.g., Marchione & Johnson 2013). Consequently, account is taken of this in the model, and the monthly probability of a successful attack is estimated using NGA data for the ten-year period (1999–2009) prior to the period for which we simulate attacks (see Figure 4). According to these data, attacks are more likely in the Spring and Autumn months.

3.5 The type of vessel and where it comes from is also known to have a significant influence on the risk (number of vessels attacked divided by those transiting) of victimization (Mejia et al. 2009). Consequently, estimates of the risk associated with different types of vessels and those registered to particular states are taken from Mejia et al. (2009). Empirical data (shown in Tables 2 and 3 respectively) are used to replicate the flow of different types of vessels, and those registered to different states, through the Gulf of Aden. In the model, we include the 10 types of vessels and the 113 different flags that are considered in the Mejia et al. work.

3.6 To model the probability of attack, let $s$, $p$, and $I$ be season, vessels’ type and vessels’ flag attack probability density functions, respectively. Each time conditions 1 and 2 (see above) are met, a random number $c$ is sampled from a uniform distribution between 0 and 1, and if $s(p[I]) > c$ then a pirate attack takes place.

3.7 Parameter $s$ specifies the range over which the presence of a naval unit repels pirates, whereas $p$ specifies the range over which pirates can detect the presence of potential target vessels. Parameter $I$ indicates the number of days pirates are inactive after a successful attack and is used to model the post attack activity associated with collecting a ransom or transporting hijacked cargo.

3.8 To model the probability of attack, let $s$, $p$, and $f$ be season, vessels’ type and vessels’ flag attack probability density functions, respectively. Each time conditions 1 and 2 (see above) are met, a random number $c$ is sampled from a random normal distribution with a mean of 15 knots, and a standard deviation of 2 knots. As vessels move, they follow a route for which the cells are of the same density as the start zones. Furthermore, the compass is set as N= h –180.

3.9 Parameter $c$ corresponds to 30,660 simulation steps.

3.10 Parameter $p$ specifies the range over which each vessel begins its journey, whereas $I$ specifies the range over which each vessel can detect the presence of potential target vessels. Parameter $I$ indicates the number of days pirates are inactive after a successful attack and is used to model the post attack activity associated with collecting a ransom or transporting hijacked cargo.

3.11 Pirate attacks occur when three conditions are met:

1. the distance between a pirate and a potential target vessel is less than $p$;
2. the distance from the closest navy unit is greater than that over which naval forces influence pirate decision making ($I$);
3. if conditions 1 and 2 are met, a pirate agent’s decision as to whether to attack is influenced by three factors:
   - the (simulated) season
   - the type of vessel encountered (e.g., bulk cargo, oil tanker – see Table 3), and
   - the flag (the country to which it is registered) of the vessel

Conditions on the open seas vary by season, and research indicates clear seasonal patterns in the risk of maritime piracy (e.g., Marchione & Johnson 2013). Consequently, account is taken of this in the model, and the monthly probability of a successful attack is estimated using NGA data for the ten-year period (1999–2009) prior to the period for which we simulate attacks (see Figure 4). According to these data, attacks are more likely in the Spring and Autumn months.

3.12 The type of vessel and where it comes from is also known to have a significant influence on the risk (number of vessels attacked divided by those transiting) of victimization (Mejia et al. 2009). Consequently, estimates of the risk associated with different types of vessels and those registered to particular states are taken from Mejia et al. (2009). Empirical data (shown in Tables 2 and 3 respectively) are used to replicate the flow of different types of vessels, and those registered to different states, through the Gulf of Aden. In the model, we include the 10 types of vessels and the 113 different flags that are considered in the Mejia et al. work.

3.13 To model the probability of attack, let $s$, $p$, and $f$ be season, vessels’ type and vessels’ flag attack probability density functions, respectively. Each time conditions 1 and 2 (see above) are met, a random number $c$ is sampled from a uniform distribution between 0 and 1, and if $s(p[I]) > c$ then a pirate attack takes place.

3.14 Video 2 is a visualisation of one model run. A larger area than the one under analysis is displayed to allow for a better perspective of the behaviour of the model. Agent colour schemes are the same as those described at the beginning of Section 3. For simplicity, and for the example shown (but not in what follows), pirates and naval units operate in the same three zones, identified by yellow circles. Orange circles identify the naval units areas of influence. Pirate attacks are initially shown as big red dots which decrease in size over time.

Figure 4. An example of the pirates range of action

3.5 Figure 4 displays an example of the range of action of pirates in the simulation environment. The red dots represent pirate activities, the blue dots represent vessels, and the green dots represent naval units. The area displayed allows for a better perspective of the movement of vessels and the interaction with naval forces.

Figure 5. Visualization of the simulation (red dots = pirates, blue dots = vessels, green dots = naval units)

Figure 6. Probability of pirate attacks around the Gulf of Aden for the period 1999–2009 (Source: National Geospatial Intelligence Agency’s Anti-Shipping Activity Messages database)
**Table 2:** Vessel type passing through the Gulf of Aden in 2010 (Source: Canal Suez Traffic Statistics)

<table>
<thead>
<tr>
<th>Ship Type</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tonnage</td>
<td>123</td>
<td>145</td>
<td>167</td>
<td>189</td>
<td>211</td>
<td>233</td>
<td>255</td>
<td>277</td>
<td>299</td>
<td>321</td>
<td>343</td>
<td>365</td>
<td>3653</td>
</tr>
<tr>
<td>% of Total</td>
<td>10%</td>
<td>12%</td>
<td>14%</td>
<td>16%</td>
<td>18%</td>
<td>20%</td>
<td>22%</td>
<td>24%</td>
<td>26%</td>
<td>28%</td>
<td>30%</td>
<td>32%</td>
<td>32%</td>
</tr>
</tbody>
</table>

**Table 3:** Vessel flag passing through the Gulf of Aden in 2010 (Source: Canal Suez Traffic Statistics)

<table>
<thead>
<tr>
<th>Ship Type</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tonnage</td>
<td>123</td>
<td>145</td>
<td>167</td>
<td>189</td>
<td>211</td>
<td>233</td>
<td>255</td>
<td>277</td>
<td>299</td>
<td>321</td>
<td>343</td>
<td>365</td>
<td>3653</td>
</tr>
<tr>
<td>% of Total</td>
<td>10%</td>
<td>12%</td>
<td>14%</td>
<td>16%</td>
<td>18%</td>
<td>20%</td>
<td>22%</td>
<td>24%</td>
<td>26%</td>
<td>28%</td>
<td>30%</td>
<td>32%</td>
<td>32%</td>
</tr>
</tbody>
</table>

http://jasss.soc.surrey.ac.uk/17/2/9.html
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Comparing risk maps

3.15 The map shown in Figure 6(b) shows the full extent (the area shown in Video 2 is a much larger area) of a simulated maritime piracy map, generated using one set of the parameter values discussed above. It should be clear from the description of the model that data concerning the locations of attacks were not used to inform the condition action rules that govern agent behaviour, and so the simulated outcomes are not simply the product of presupposed emergence.

3.16 Visual inspection of the simulated map is insufficient to assess whether or not the model reproduces the patterns observed in the real data. To do this more systematically, a method to assess the goodness of fit is proposed. Each simulation is compared to the observed data with respect to the location, time and overall number of attacks that occurred during the period of interest. Specifically, to compare model performance we use a kernel density based two-sample comparison test for multi-dimensional data originally developed in biology to examine cell morphology after a given manipulation (Duong et al. 2012).

3.17 The discrepancy measure $T$ is

$$T = \int \left[ f(x_1 \mid \text{long, lat, time}), H \right] - f(x_2 \mid \text{long, lat, time}), H \right] \right]^{2} dx$$

where $f$ is the kernel density estimate. In order to measure model performance with respect to the overall number of attacks produced, the bandwidth $H$ is optimised only for the observed attacks (for a detailed description of the algorithm, see Chacon and Duong 2010), and kept constant when estimating the density of the simulated attacks. $x_1$ and $x_2$ are the three-variate (longitude, latitude and time) samples of observed and simulated pirates attacks respectively. A z-score of the discrepancy measure is computed as follows:

$$Z = \frac{T - \mu}{\sigma \sqrt{\frac{1}{n_1} + \frac{1}{n_2}}}$$

where $\mu$ and $\sigma$ are the mean and standard deviation of $T$ respectively (for the estimation of $\mu$ and $\sigma$ please see Duong et al. 2012); $n_1$ and $n_2$ are the number of observations for observed and simulated pirate attacks. The z-score is used to compare model performance, and high values suggest that two distributions are drawn from different populations.

Model Calibration

4.1 In the absence of data to calibrate some of the model variables, to examine the sufficiency of the model to generate patterns similar to those observed in the real world, we use a Genetic Algorithm to estimate parameters. Specifically, we use the Mabane et al. (2011) Genetic Optimisation Using Derivatives technique. This approach combines a derivative-based (Newton or quasi-Newton) method in the creation of new individuals (in the vocabulary of genetic algorithms) with the typical mutation and crossover methods.

4.2 The fitness of each individual is the mean of the z-score (equation 2) of 15 runs of the model for the first six months of the year 2010. Twenty Generations of 20 individuals were used by the genetic algorithm to estimate parameters. Optimisation results are shown in Table 4.

Table 4. Model calibration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td></td>
</tr>
<tr>
<td>$n_1$</td>
<td></td>
</tr>
<tr>
<td>$n_2$</td>
<td></td>
</tr>
</tbody>
</table>

4.3 Considering the influence of the parameter values on model outcomes, insight can be gained from examining which combinations of parameter values generate outcomes that most closely approximate the empirical record. The best results are observed when there are 60 pirates (np operating in 42 zones (npz), with range of action of (np x) 147 miles, with 16 days of pirate inactivity and a radius influence of 218.4 miles. For the Naval forces, it seems that simulation outcomes most closely replicate the real world patterns sampled when the range of influence is (np x) 37.8 miles and the range of action is (np x) 200 miles. The mean z-score (computed across 15 runs) for the parameter settings shown in Table 2 of 1.44 (standard deviation=0.4) is less than the critical value of 1.96, suggesting that the model output does not differ significantly to that observed. The mean number of attacks is 57 with a standard deviation of 6.6, which compares well with the 56 attacks observed.

4.4 Figure 7 compares the observed map 7 (a), and a map generated during one run of the model that used the best parameter settings7 (b). The latter has a z-score of 1.28 and 55 attacks. Visual inspection of the map generated indicates that the difference between the two distributions is due to the simulation model generating two high density clusters too close to each other. This is partly caused by the restricted mobility of the vessel agents transiting the Gulf of Aden. For example, in the calibrated model, no vessel navigated off the south-east coast of the Yemen nor off the north-east coast of Somalia.

4.5 The above analysis compares how well the model reproduces the space-time distribution of attacks, but does not consider the more general pattern in the number of attacks observed over time. To do this, Figure 8 shows the cumulative number of attacks observed over time in the real data (black line), along with the results from the 15 simulation runs generated using the optimised parameter settings. The dots are the actual simulated results and the grey region highlights the timeline pattern produced by the model. The top and bottom edge of the grey area are a polynomial interpolation of the maximum and minimum attack counts for each day respectively. The model matches the observed time series well.
5.5 The authors acknowledge the financial support of the Engineering and Physical Sciences Research Council (EPSRC) under the grant ENFOLD-ing – Explaining, Modelling, and Forecasting Global Dynamics, 7-2, against piracy off the coast of Somalia in early 2010 (Shortland & Vothknecht 2010) that can easily reach 30 knots. This technology allows them to monitor very large areas and to be able to attempt an attack on vessels that are far away from their position. For example, if a vessel is sailing at 15 knots, a pirate skiff 200 miles away can reach the vessel in 4 hours if the two are sailing towards each other, and in 13 hours if the pirate boat is chasing the target vessel. Therefore, a very large radius of influence, as found in the proposed model, may not be unrealistic and may support the idea that pirates use sophisticated technological tools, or coordinate their activity to plan their attacks.

5.4 In contrast, the best model parameter for the naval units suggests that they operate across large areas (a radius of 200) but have a relatively small radius of influence (37.8 miles). This would suggest that naval units can only detect or track the activity of pirate vessels that are in their vicinity. This difference in the area of influence of the pirates and naval vessels is not unreasonable given the asymmetry associated with the challenge of detecting targets for the two types of actor. To elaborate, for naval forces the task of identification involves the detection of small vessels against a backdrop of waves encountered in the open sea, which can be challenging using conventional sensors such as radar. In contrast, pirates will often be searching for large vessels that actually transmit their position in real time, allowing their location to be more easily detected. Apropos, the apparent limited effect of the naval forces in the model more generally, this is consistent with the research reviewed in the introduction regarding the impact of International Policy against piracy off the coast of Somalia in early 2010 (Shortland & Vothknecht 2010; Chalk 2010).

5.3 In the current model, pirates choose their targets according to a probability function based on the current season, and the type and flag of potential target vessels. Vessels move following a predefined route across the Gulf of Aden and naval units patrol the sea following a biased random walk. Further development of the model could explore more sophisticated agent design as well as the impact of exogenous factors such as political and economic influences. Doing so may lead to simulation outcomes that are able to approximate extended time series observed in the empirical record. A further refinement of the model would be to incorporate adaptation behaviours for the vessel agents so that, for example, with some constraints, vessels can change the routes they take as a consequence of recent pirate activity. Additionally, the model might be used to investigate the potential impacts of different naval strategies. For instance, what is the effect of increasing naval strength or different patrol patterns? Such questions could be examined using agent-based models such as the one proposed here, which explicitly models the complex interactions between actors, but they are beyond alternative approaches such as econometric analysis.

5.2 The work reported here is an initial demonstration and although agent rules and interactions are simple, it provides the basis for developing and testing more accurate and realistic agent behaviour, and the simulated impact of specific types of policy intervention. Despite the limitations of the model, the results are encouraging insofar as they suggest that this approach to modelling may provide useful insight into the phenomenon of maritime piracy and interventions designed to reduce it.

Notes

1NGIA, http://www1.nga.mil/Pages/default.aspx
4 Reports can be downloaded by changing the number from 45 to 56 at the end of the URL http://www.suezcanal.gov.eg/Files/Publications45.pdf.
5 The main route was calculated by finding the polyline that returned the smallest sum of the squared distance from each point.
6 http://www.secure-marine.com/dmp/3tpm3_pdf.pdf
7 http://www.maraad.dot.gov/documents/Factors_Affecting_Pirate_Success_HOA.pdf
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