Abstract

The present paper presents a preliminary approach to the modeling of dynamic properties of the spatial assortment of alcohol outlets using agent-based techniques. Individual drinkers and business establishments are the core agent types. Drinkers assort themselves by frequenting establishments due to spatial and social (niche) motivations. We examine a number of questions concerning the feedback relationships between establishments targeting a particular niche clientele and the individuals seeking more desirable places to obtain alcohol.
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Introduction

1.1 In recent decades, researchers have had considerable interest in examining the association between high concentrations of alcohol outlets and negative social outcomes (Parker, Luther, and Murphy 2007; Livingston 2008; Theal et al. 2009). Consequently, these studies have generated a significant amount of interest among policy makers and community-based programs (Wechsler et al. 2003; Parker, Luther, and Murphy 2007; McKinney et al. 2009). However, very few research efforts have focused attention on how alcohol outlets emerge, evolve, and grow in some geographic concentrations and not in other concentrations. The current effort is a preliminary attempt to model the social and economic conditions that may affect this growth, based upon the "ecological niche theory and assortative drinking" of Gruenewald (2007).

1.2 Gruenewald's theory adapts fundamental concepts of classical economics and niche marketing theory and applies those concepts to the growth of alcohol outlet concentrations. It is theorized that the processes that generate the growth of alcohol outlet concentrations are initiated by the demand of alcohol among the population of drinkers. In addition, the characteristics of these outlets adapt to the characteristics of drinkers, such that the outlets differentiate into specialized niches in order to cater to segments of the drinking population.

1.3 The current effort is a preliminary attempt to model the social and economic conditions that may affect this growth. This paper represents our first step at modeling outlet concentrations, as part of the Community Alcohol Modeling Project (CAMP). In this paper, we aim to address four key hypotheses about the effect of outlet concentrations on drinking habits within a community.

Related Work

2.1 Agent-based models have been employed in a number of consumer/supplier settings. The monograph by North and Macal (2007) provides an in-depth introduction to agent-based modeling as a tool for making business decisions. The paper of North et al. (2010) contains an excellent survey from a consumer packaged goods point of view and provides an overview of modeling consumer decision processes. Said, Drogoul, and Bouron (2001) have specified a model that is based on defining consumer attitudes towards products. Using observed individual behavioral primitives, their model provides insight into emergent larger scale market shares for suppliers. Zhang and Zhang (2007) also constructed an agent-model that permitted agents to choose between different products. An important part of understanding how a consumer chooses one product is to understand the value that individuals place on those products. Zhang and Zhang (2007) examine the decoy effect and model the decision-making that occurs when a third product (a decoy) is entered into the decision. The socializing motive in the agent-based burglary model of Malleson et al. (2012) bears some similarity to the two-way exchange of social influence in the present model. Janssen and
Jager (2001) consider psychological factors including social networks and consumer traits in decisions in a manner closely related to the present work, and Csik (2003) provides an agent-based model of both consumers and businesses in a competitive environment, using a utility matching and monitoring scheme also closely related to the approach proposed herein.

2.2 Other researchers have examined the consequences of retail location and “competitive advantage” (Cirli, Löch, and Axhausen 2008). Additional considerations include whether nearby retail outlets sell similar product categories and whether there is room for more competition within the area. Schenk, Löffler, and Rauh (2007) also examined the impact of spatial information, particularly with respect to the impact of new grocery stores on the neighborhoods. Huang and Levinson (2011) offer insights into the spatial clustering of retailers in a wholesaler-retailer-consumer reaction setting.

2.3 In addition to these rather general agent-based models of consumer and business behavior, researchers have proposed agent-based models of alcohol consumption, most notably Gorman, Mezic, Mezic, and Gruenewald (2006). The purpose of that model was to examine the rate at which individuals change drinking behavior (i.e., level of drinking) through their interaction with others in their social environment in a simple, one-dimensional spatial domain. Bullers, Cooper, and Russell (2001) and Rosenquist et al. (2010) examine the impact of social networks and social influence on drinking with theoretical and empirical (statistical) tools. Other researchers have used deterministic, compartmentally structured systems modeling techniques, in which the purpose was to analyze drinking behavior on college campuses (Scribner et al. 2009; Ackleh et al. 2009).

2.4 The present paper builds an agent-based model using consumer and business competition techniques as described for general market considerations in Csik (2003) and the other references above, together with social networks as theorized in Bullers, Cooper, and Russell (2001) and Skog (1985), to examine the evolution of alcohol outlets and alcohol consumers in a community.

Ecological Niche Theory and Modeling

3.1 Gruenewald's theory rests on the assertion that bar owners compete for patrons by finding an ecological niche within the drinking environment. This theory asserts that one reason why bars vary by type, size, and character (e.g., wine bar versus sports bar; country bar versus night club) is that each bar is catering to a particular segment of the drinking population. We examine these assumptions through the construction of an agent-based simulation model. The simulation environment presented herein permits experiments impossible in the "real world," such as changing the number of bars and allowing those bars to adapt to a perceived ecological niche within their communities. The rationale for pursuing an agent-based model over more conventional models (e.g., regression, etc.) is that it permits us to construct a theory and test and refine that theory repeatedly until we are satisfied that we can test the model with real world data. We begin the model development with a discussion of the theory of ecological niches and assortative drinking.

3.2 The first step in the modeling involves alcohol consumption variability among the population. It is with this approach that we attempt to model alcohol demand within a simulated society. That is, in order to model the growth and adaptation of alcohol outlets, we require a theory of the distribution of alcohol consumption.

Alcohol Demand

3.3 Alcohol consumption can be motivated by a number of circumstances. Individuals may drink in order to satisfy behavioral obligations, such as drinking at parties or weddings. On college campuses, for example, the availability of alcohol and social influence among peers may encourage heavy drinking behavior (Lewis and Neighbors 2006; Wechsler et al. 2002; Perkins and Haines 2005; Perkins and Meilman 1999). In addition, alcohol consumption has been known to vary by season (Weir 2003), as well as by racial and ethnic categories (Crabb 1990; Cox and Klinger 2004). Together, these factors and many other factors identify the demand for alcohol; that is, for a given geographic concentration there exists a baseline rate of alcohol consumption that exists for a community.

3.4 However, it has also been observed that the presence of alcohol creates the opportunity for its consumption. It is in this sense that the presence of alcohol increases the demand for alcohol use (Chiu, Perez and Parker 1997) by creating opportunities in which to consume. The more widely available alcohol is for a community the more individuals within that community would be expected to consume alcohol. We take this issue as our first study hypothesis.

Hypothesis 1: As the number of alcohol outlets increase within a community, the demand for alcohol will also increase.

Drinking Frequency

3.5 We assume in our model that in the absence of any social influence or presence of other individuals, each individual person drinks at his or her own baseline rate. These rates may vary dramatically from individual to individual, ranging from multiple drinks per day to one drink per month or less. While we assume that in the absence of any other influence, individuals drink at these frequencies, we also consider the possibility that drinking rates may be influenced by the degree to which individuals are embedded in certain networks. We argue that individuals often drink because it allows them to satisfy their perceived expectation that there would be social, emotional, or cognitive returns for consuming alcohol\(^\text{[1]}\).
3.6 Additional considerations for drinking patterns are provided by Mundt et al. (1995), who observed cyclical periods in which individuals participated in a daily self-report study of their drinking habits. The drinking logs of a 112 day study yielded very detailed patterns of individual periods in which alcohol-dependent and non-alcohol dependent individuals drank. We suggest that for the drinking population that cyclical patterns also exist, albeit at different rates.

Alcohol outlets and rational bar owners

3.7 In an influential article, Gruenewald (2007) argued that alcohol outlets are designed to attract segments of the drinking population. Since the drinking population is a varied group, the means to attract that population can be obtained by designing bars to attract different segments of that population. Consequently, bars will align themselves to attract members from that drinking population in order to attract business. It is in this sense that bars become differentiated. For example, some bars will become sports bars; some bars, will turn into dance clubs; some bars will only play live rock and roll; and still, some bars will specialize in wine and only play jazz or classical music. The theory proposed suggests that individuals are attracted to bars that match their lifestyles and interests. These lifestyles and interests become marketing tools that bars can use to attract segments of the drinking population.

3.8 Borrowing from Gruenewald's (2007) ecological niche theory, we suggest that as the number of bars increases, bar owners will expend resources in order to obtain a greater portion of the market share. Readers may note that expending resources is synonymous to the act of competing for business and in our model competition is measured by the act of altering bar services in order to attract clientele.

3.9 It follows then that in the absence of any other competition, bars may not have to spend money in order to obtain clientele. In the presence of competition, however, bars may be required to promote their services via banners and advertisements to promote music, entertainment, or other nightlife activities. In particular, the bars will position themselves to attract a segment of the drinking population that most appropriately matches their ecological niche. These concepts lead us to two more study hypotheses, as proposed in Gruenewald's (2007) work.

Hypothesis 2: As the number of bars increases, the competition for market share will also increase.

Hypothesis 3: The more the bars compete to attract customers, the more differentiated they will become in order to attract a portion of the drinking environment.

3.10 In view of these hypotheses, Gruenewald's assortative theory suggests that as bars work to compete for clientele, the individuals that select a given bar to patronize will have similar characteristics. Our opinion is that central to Gruenewald's theory is the notion that bars within any community are designed to attract segments of the drinking population. One way to attract these segments is to capitalize on certain segments of the drinking culture.

Hypothesis 4: As bars become more differentiated, the clientele within the bars will become more homogenous (Gruenewald 2007).

3.11 The implications of these hypothetical statements discussed thus far are interesting in a number of respects. As Gruenewald argues, alcohol outlets provide a social environment in which individuals can meet and interact. So in this sense the bar becomes a social environment and a location for generalized exchange (Gruenewald 2007). As a result, groups attend bars and outlets in which micro-interactions emerge, status groups form, and a shared culture in which symbols and identities are shared. One consequence of this phenomenon is that it may generate the conditions for which groups may promote certain kinds of behaviors. Sometimes the behaviors that are promoted are relatively inconsequential. In other cases, the promotion of problem behaviors may be very consequential (such as, illicit drug use, the over consumption of alcohol, and so on). Therefore, Gruenewald argues that a social structure emerges in which repeated social interaction generates a social structure for the "commercial distribution of alcohol" (Gruenewald 2007).

3.12 The sociological implications of this theory are important, as sociologists would note that bars provide the context in which to drink. These establishments provide the appropriate definition of the situation (Thomas 1923), including highlighting the appropriate symbols and cultural resources that define the social expectations for how individuals are expected to behave. Consequently, among a number of other unwritten expectations, the context defines what kind of alcohol is to be consumed, how it is to be consumed, and the appropriate behaviors that are expected when one is present in a particular drinking environment. The behavioral expectations for how one is supposed to drink in these environments are never formally defined, but are socially expected as actors instill their cultural repertoires for these social occasions. For example, a bar that primarily serves wine and plays jazz music is not likely to host drinking contests. Similarly, a crowded nightclub might adhere to another set of social and behavioral expectations that would differ significantly from the wine bar.

3.13 We suggest that the context provides the means by which individuals in Gruenewald's (2007) theory are able to engage in assortative mixing; that is, individuals will assort into bars that define the appropriate context in which to drink and therefore defines the expected drinking norms. In addition, since bars provide opportunities to engage in generalized exchange, we can expect a structuring of social interactions to emerge in which bars may begin to attract regulars. In some cases, problem bars will emerge, since they attract problem individuals.
Formalizing the Agent Model

4.1 Taken as a whole, the theory presented above provides the basis for formalizing the agent model. By formalizing the model we mean constructing the algorithmic and mathematical components of our agent models, so that they can be instantiated in code (and replicated by other researchers). Further, this process allows us to state more precisely the form and structure of the relationships among the individual agents in the system (Hanneman 1988). This formalization procedure also forces us to specify exactly how the model is computed in algorithmic structures, thereby producing statements in specificity that one would not ordinarily provide in a verbal account of a theory (Collins and Hanneman 1998).

4.2 In the text to follow, we identify a number of components. We first model the demand for alcohol, under the condition that individuals are not influenced to drink by any other agent in the model. Following that specification, we define how agents-networks are defined, and we define the influence condition that models the ability of one agent to influence another agent to drink. We provide an algorithmic structure of proprietors (i.e., bar owners) and their decision making-strategies that are used to attract clientele into the bars.

Modeling Alcohol Demand

4.3 It has been commonly understood (though not without some controversy) that the distribution of alcohol consumption within society (that is, the number of ounces of alcohol typically consumed within a week period\(^{(2)}\)) is a positively skewed distribution and is similar in shape to the log-normal, gamma, and Weibull distributions (Rehm et al. 2010).

4.4 The notion that the distribution of alcohol consumption is positively skewed has been understood at least since 1956, when Ledermann proposed that the distribution of alcohol consumption in society is log-normally distributed, with the variance of the distribution being related by the mean (Skog 1985; Ledermann 1956). The so-called "single-distribution theory of alcohol consumption" proposed by Ledermann has been used as the competing distribution that researchers have used to compare with their own data.

4.5 Some have argued (Skog 1985) that the controversy may not have been so large had Ledermann proposed distributional traits that related the mean with the variations of the distribution. Further, as Skog (1985) points out, the single-distribution theory has been confirmed by some datasets, however, other datasets have demonstrated a wide departure from the log-normal distribution. It has been proposed by Skog (1985) that the distribution of alcohol consumption can be more appropriately understood by understanding the social networks and the social influence that causes the distribution to emerge in the first place.

4.6 In addition to Skog’s critique, other models have been proposed as modest adaptations to the log-normal model. More specifically, researchers have entertained other distributions, such as the gamma and Weibull distributions. Rehm et al. (2010) for example, argue from a statistical point of view that the distribution of their dataset most appropriately fits the Weibull distribution.

4.7 In our parameterization, we are interested not in the amount of alcohol consumed with respect to time, but with the frequency of reported drinking days. We take this non-standard approach due to the availability of extensive data of this nature. We utilize data from the 2005 Los Angeles County Health Survey (LACHS), provided by the Office of Health Assessment and Epidemiology, Los Angeles County Department of Public Health, in order to evaluate this distribution of alcohol consumption. The LACHS series started in 1999 and has continued for the years 2002, 2005, 2007, and 2010.

4.8 The 2005 LACHS dataset represents a random cross-section survey (n = 8,648) of residents living in Los Angeles County. The dataset is a telephone-based survey that contains data on health behaviors, such as drinking and smoking, but also addresses quality of life issues such as access to health care, health insurance, and health-related problems.

4.9 The specific variable of interest for our parameterization efforts involves the question, “During the past 30 days, on how many days have you had at least one drink of any alcoholic beverages?” This variable ranges between zero and thirty and is similar in shape (i.e., it is positively skewed) to the variable that is used by Skog (1985), Ledermann (1956), and others (e.g., Rehm 2010).

4.10 Among the distributions considered for our simulation purposes, we examined Weibull, gamma, log-normal, Poisson and negative binomial distributions. Based on the Kolmogorov-Smirnov statistic (see, e.g., Bickel and Doksum 1977), the negative binomial (\(D=0.20\)) yields the best fit, though the Weibull and gamma are very close. Unfortunately, this fit did not satisfy the Kolmogorov-Smirnov test of fit (nor did any of the distributions attempted) for the LACHS data. For the purposes of developing a simulation, we can either use the empirical distribution (as in a bootstrap statistical analysis) or the best among imperfect choices. Thus, we chose the negative binomial for the simulations presented herein. The parameters were obtained from the distribution fit suggested that the mean was 5.89 with a dispersion parameter equal\(^{(3)}\) to 1.43. Below, we present a qq-plot of the raw data (y-axis) and the probability density function of the negative binomial distribution (x-axis) to demonstrate the distribution fit. A straight line represents a fit between the observed variable and the predicted variable of the negative binomial distribution.
In order to model the demand for alcohol, and thus satisfy our assumption about alcohol demand in our theory, we generate five thousand \((N = 5,000)\) agents and assign drinking rates to these agents based on what we know about the frequency of drinkers in the population. In order to do this, we generate \(N\) random deviates from a mixed distribution: with probability \(pA\), the agent is an abstainer, not drinking at all during the month. With probability \(1-pA\), the agent draws from a negative binomial distribution with a mean equal to the parameters known to us from the sample distribution obtained from the LACHS data.

Since the deviates range between zero and infinity, we truncate those deviates that scored above thirty to the value of 30, so that our data matches that of the observed distribution. With this properly defined, we use that deviate to assign a rate at which each agent can be expected to consume at least one alcoholic beverage for the period of about a month. From this measure, we construct the rate at which each individual agent begins to “crave” an alcoholic beverage. This rate (translated into a frequency of alcohol consumption) is the expected base rate for each agent in the model in the absence of any social influence from any other agent in the model.

The variable \(rD\) refers to the randomly assigned agent baseline drinking rate computed from a negative binomial distribution function.

The drinking rate produces a number of drinks consumed within a simulated week through the notion of satiation.

- The variable \(S_t\) denotes the satiation level of our individual agent at time \(t\).
  - \(S_t\) varies between zero and one.
  - When \(S_t = 1\), an agent is satiated at time \(t\). We let \(S_t = 0\) to mean that they are craving alcohol.
  - Whenever agents drink, they drink to the point of satiation (\(S_t\) is set back to 1).

As time passes, each agent’s satiation level decreases at a rate that is dependent on the assigned drinking rate \(rD\). We define the (hourly) decay rate as follows.

- The variable \(hD\) denotes the rate of decay, which is modeled as an exponential function of the drinking rate:
  - \(hD = 1 - bD^{1/ (720 \times rD)}\)
  - \(bD\) is a rate parameter.
  - The number 720 is the number of hours in a standard 30-day month.

In general, we let \(S_t\) decrease as a function of time. However, when a person becomes satiated through the consumption of alcohol, \(S_t\) will reset to 1. This process is described below.

- Let \(S_t\) decay at a rate per hour since last drink:
  - Satiation decay is modeled as \(S_{t+1} = hD^t S_t\).
When \( S_{t+1} \leq S_i \), the agent then consumes alcohol to the point of satiation (after which \( S_{t+1} \) is reset to 1).

- The parameter \( S_f \) denotes the satiation level at which an agent will seek to drink in the absence of social influences.
- The parameter \( S_d \) denotes the satiation level at which an agent will seek to drink in the presence of social influences.
- If an agent is invited by a friend to go out and have a drink, he will drink if \( S_f \leq S_s \) (after which \( S_{t+1} \) is set to 1).
- If it is Friday or Saturday, an agent will randomly select some friends and go out to drink if their \( S_t \) score is: \( S_f \leq S_w \). If this is true, then \( S_{t+1} \) is set to 1.

4.15 The conditional statement in our algorithm above indicates that an agent may be persuaded to drink if his social satiation parameter is below a certain level \( S_d \). This condition (just as individual satiation parameter \( S_i \)) is held constant for all agents in the model. The individual satiation condition is meant to model the periodic cycles that individuals would ordinarily drink without the influence of other individuals. The \( S_w \) parameter is meant to model the level of drinking on weekends. We can think of the \( S_w \) parameter as an analog to the \( S_f \) parameter for weekend drinking. In our current modeling efforts, we have restricted these satiation processes in order to keep the model simple. Further elaboration of biological, psychological, and sociological motivations to drink will be addressed in future extensions. Therefore, we model the biological and psychological cravings, as a decay of satiation score, and we model social influence by presuming that an invitation to drink increases one’s desire to drink if the conditions permit. A brief summary of our agent and bar objects is provided below in Table 1.

### Table 1: Agent Properties

<table>
<thead>
<tr>
<th>Agent properties</th>
<th>Description</th>
<th>Value</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>x-coordinate location on grid</td>
<td>Random Uniform Integer, 1-30</td>
<td>Int()</td>
</tr>
<tr>
<td>y</td>
<td>y-coordinate location on grid</td>
<td>Random Uniform Integer, 1-30</td>
<td>Int()</td>
</tr>
<tr>
<td>Traits</td>
<td>Individual attributes.</td>
<td>Random LogNormal Dist, ( \log u=2, \log sd=1 )</td>
<td>Float Array(5)</td>
</tr>
<tr>
<td>Satiation</td>
<td>Satiation score</td>
<td>Initial Value = 1</td>
<td>Float()</td>
</tr>
<tr>
<td>rD</td>
<td>Baseline drinking rate</td>
<td>Random Deviate Neg. Binomial Distribution ( u=5.88, r=1.43, p=.19 )</td>
<td>Float()</td>
</tr>
<tr>
<td>S(_f)</td>
<td>Individual Satiation parameter. The point at which one will drink without the absence of social influence on a weekday</td>
<td>.04</td>
<td>Float()</td>
</tr>
<tr>
<td>S(_W)</td>
<td>Weekend Satiation parameter. The point at which one will drink without the absence of social influence on a weekend</td>
<td>.60</td>
<td>Float()</td>
</tr>
<tr>
<td>S(_S)</td>
<td>Social Satiation parameter. The point at which one will drink in the presence of social influence on any day of week.</td>
<td>.80</td>
<td>Float()</td>
</tr>
<tr>
<td>bD</td>
<td>Rate Parameter</td>
<td>.04</td>
<td>Float()</td>
</tr>
<tr>
<td>Friends</td>
<td>A list of the agent’s friends.</td>
<td>Randomly determined from population.</td>
<td>Int Array(10)</td>
</tr>
</tbody>
</table>

### Table 2: Bar Properties

<table>
<thead>
<tr>
<th>Bar Properties</th>
<th>Description</th>
<th>Value</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>x-coordinate location on grid</td>
<td>Random Uniform Integer, 1-30</td>
<td>Int()</td>
</tr>
<tr>
<td>y</td>
<td>y-coordinate location on grid</td>
<td>Random Uniform Integer, 1-30</td>
<td>Int()</td>
</tr>
<tr>
<td>Bar Traits</td>
<td>Individual Bar traits</td>
<td>Random LogNormal Dist. ( \log u=2, \log sd=1 )</td>
<td>Float Array(5)</td>
</tr>
</tbody>
</table>

### Social Network

4.16 While the frequency with which individuals consume alcohol is a significant component of our theory, it does not entirely model the demand for alcohol. More succinctly, we define the social network in which individuals are embedded. In doing so, we allow our agents to drink alone or in groups. Further, we argue that it is also the case, that when groups get together individuals can be influenced to drink when they would not have done so otherwise. Agents may form groups through a social network, which we define with an adjacency matrix, \( G \).

- We denote by \( G \) a matrix whose entries are either 0 or 1, with \( G_{ij}=1 \) denoting a social connection (or ‘friendship’) between agent \( i \) and agent \( j \). The matrix is constructed as a random matrix in which the probability that any two agents \( i \) and \( j \) are friends is equal to \( g \).
For convenience, we use a random graph to generate the networks. However, the interactions among friends in the network are not uniform. The model is defined such that agents will tend to go drinking with those in their networks that drink at similar rates. If, for example, an agent has a high propensity to go drinking and one of his friends has a low propensity for drinking, the probability that the two will go out drinking together will be low. However, if an agent has a friend that drinks at a rate similar to his own, then the probability that the two will drink will be high.

Agent Traits

In order to model the ecological niche and assortment strategies among agents, we need to endow agents with abstract traits that can be used to model the assortment process. In other words, agents need to be given identities that they can use to assort themselves into different bars.

- Let \( T \) be a vector containing \( m \) elements identifying \( m \) different agent traits. Each of the \( m \) elements within this vector are random deviates from a trait distribution.
- Assign a \( T \) vector to all \( N \) agents in the model.

In the model, we think of these traits in very abstract terms; more practically, they could represent income, educational attainment, beverage preference, and any other individual aspects that may affect drinking behavior. We use \( m=5 \) traits, each sampled from a log-normal distribution with a mean log of 2 and standard deviation log of 1, in our simulations below.

In addition to traits, agents have locations on a two-dimensional plane. That is, we assign geographical positions to agents. The \( x \) and \( y \) coordinate positions are obtained from a random uniform integer distribution on a discrete rectangular lattice.

- Let \( A_x, A_y \) refer to each agent's \( x \) and \( y \) coordinate space on a two-dimensional lattice.

Bar Traits

Just as with agents, bars occupy a physical location in two-dimensional space.

- Let \( B_x, B_y \) refer to each bar's \( x \) and \( y \) coordinate space on the two-dimensional lattice. These are assigned from a random uniform integer distribution on a discrete rectangular lattice.

Lastly, bars, much like our individual agents, carry traits. Unlike the traits of our individual drinkers, bars can change traits in order to attract particular segments of the drinking population.

- Let \( N_{bars} \) refer to the total number of bars in the system.
- Let \( B \) refer to the bar traits. This is a vector containing \( m \) elements. This vector is similar to the \( T \) vector used to identify agent traits.

Each bar attempts to attract a portion of the market share by attempting to match their traits to the traits of the population that they are attempting to serve. In order to populate these traits for the bars in the system, we use simple sampling procedures to compute a score for each of the \( m \) elements in \( B \).

For example, for bar \( j \), let the elements in \( B \) be obtained by sampling 10 agent identities vectors and processing them by computing the geometric mean to obtain the "bar identity." In this model of bar trait selection, the bar identity derives from a collection of patrons. Table 3 illustrates how the bar identity is computed via a random sample of 5 agents (13, 556, 328, 21, 152) and their corresponding \( T \) vectors.

<table>
<thead>
<tr>
<th>Agent Identity</th>
<th>Trait 1</th>
<th>Trait 2</th>
<th>Trait 3</th>
<th>Trait 4</th>
<th>Trait 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{i=13} )</td>
<td>3.111091</td>
<td>14.224734</td>
<td>1.925848</td>
<td>4.263013</td>
<td>22.853940</td>
</tr>
<tr>
<td>( T_{i=556} )</td>
<td>3.332128</td>
<td>15.186075</td>
<td>9.083400</td>
<td>13.581728</td>
<td>43.984066</td>
</tr>
<tr>
<td>( T_{i=328} )</td>
<td>1.431186</td>
<td>10.908666</td>
<td>12.055246</td>
<td>7.557244</td>
<td>0.949730</td>
</tr>
<tr>
<td>( T_{i=21} )</td>
<td>9.144566</td>
<td>12.225065</td>
<td>68.595783</td>
<td>9.132735</td>
<td>6.603619</td>
</tr>
<tr>
<td>( T_{i=152} )</td>
<td>5.446275</td>
<td>6.018347</td>
<td>13.020035</td>
<td>18.797535</td>
<td>17.017055</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bar Identity (Geometric Mean of the patrons)</th>
<th>Trait 1</th>
<th>Trait 2</th>
<th>Trait 3</th>
<th>Trait 4</th>
<th>Trait 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_{j=13} )</td>
<td>3.747302</td>
<td>11.163438</td>
<td>11.349878</td>
<td>9.443813</td>
<td>10.141557</td>
</tr>
</tbody>
</table>

Putting it all together: algorithmic structure

At the beginning of the simulation, the agents, the bars, and (for illustrative purposes) a city grid are instantiated in computer code. As is typical in agent-based models, a parameter file is read into memory in which the total number of iterations, the total number of agents, and other initial parameter values are defined that allow the modeler to run the simulations. In this section, we
provide psuedocode to illustrate the sequence of steps in terms of how the model is run.

The Social Network

5.2 The simulation begins with a typical workweek beginning on Monday and cycling through the calendar until the simulation model has completed a specified number of "computational days." In order to model the time period, we let each time step in an outer loop represent a 24-hour period. In short, this time period is completed when all individual agents have had the opportunity to make the decision on whether or not to drink on that day. Each agent individually determines whether or not they desire a drink if their satiation score is below $S_T$ (Weekday parameter) or $S_W$ (Weekend Parameter). They may be influenced to go out for a drink, however, if they are invited to go out drinking with friends. The condition that would allow this possibility to occur is if their satiation score is below $S_S$.

5.3 Among those agents that desire an alcoholic beverage, the agents are then selected in random order in which they are then provided with the opportunity to select a number of "friends" in their social network to go out and consume alcohol. We call those agents that select friends "egos" to denote them as the focal agent. We call those that were selected "alters" to denote those agents who were asked to go out to drink.

5.4 The number of agents that an individual agent decides to invite for a drink is determined via a random uniform number generator that ranges between 1 and the total number of friends, given that the number of friends is less than or equal to 10. If the total number of friends are greater than 10, then we constrain the individual actor to limit the outing to 10 agents.

5.5 Finally "alter" agents are randomly selected without replacement from the friends of the "ego" agent. Those agents that have satiation scores less than $S_S$ will go drinking with our thirsty agent. For simplicity, invitation events are independently generated over time; however, one can develop time-dependent models of the invitation process.

5.6 Once it is determined whether or not an agent individually desires an alcoholic beverage, an agent has the opportunity to randomly select a number of drinking partners from their personal network for a drink.

The Selection of Bars

5.7 As mentioned previously, individuals carry with them identities that are used to identify basic demographic characteristics, such as income, education, beverage choice, and so on. These individual traits could also represent a vast array of any number of possible tastes or attributes, such as taste in music, sexual orientation, or even ethnicity. When agents have decided that they want to go out for an evening, they determine which bar to attend by averaging the geometric mean of their personal traits on their $T$ vectors. We call this new vector $T'$. $T'$ is then compared with the vectors of each individual bar via the standard Euclidean distance measure. In addition to trait comparison, agents also take the spatial location of the bar into consideration. For the simulations presented herein, we let the agent who did the inviting assist in the selection process. That is, we use the ego's spatial coordinates to measure the physical distance to each bar.

5.8 In addition, because the actor attributes and the spatial coordinates represent different metrics, we scale the spatial coordinates and traits with weighting factors. This effect allows the agents to consider spatial location as well as attributes for determining which bar to attend on the landscape.

Determining each Bar's Success

5.9 Each bar will require a certain number of patrons per week in order to maintain financial health. In addition to this requirement, we expect bar owners will adjust if they see that the number of patrons that they serve drop significantly from the previous week. If a bar sees that the number of patrons fall significantly within a week period, then bars may change their attributes in order to adapt to the changing market. If a bar had experienced a loss of clientele that is as large as 50% from the previous week, then the bar owner will change attributes.

5.10 We have implemented in this simulation four different strategies for bar proprietors to use in order to maximize their income.

- Bar owners will look at the bar that had the most success for that week. In order to improve performance, the bar will copy the attributes of this bar.
- Bar owners may sample some fifty individuals (not necessarily patrons of the bar at hand) from the population and calculate the physical distance of those agents from their bar. Upon calculating this distance, the bar will select those agents that are within a given percentile of the distance from the bar. Using these, the bar owner computes the geometric mean of those agents attributes and treats those attributes as the attribute of the bar.
- The bar owners may randomly sample ten individuals from the population. They will compute the geometric mean from that sample to obtain the individual trait characteristics of the population. This algorithm is also currently used to initialize bar attributes.
- Bar owners may select those agent traits that are the least popular and build a bar attribute based on the selection of those traits. In here, the bar owners opt for a strategy that seeks to find a niche by focusing on an untapped market.

5.11 Once it has been decided that a bar needs to change attributes, the bar owner will randomly select one of the four strategies with
equal probability of selection.

5.12 The entire simulation is encapsulated in the following pseudocode.

```plaintext
// Instantiation of agents and bars
Instantiate;

Do while Days ≤ 365;

   // Compute Day of Week: Mon - Sun.
   Days++;;

   // Allow a 24-hour period to pass: Update Satiation Scores.
   Sim24Hours;

   Drinkers = Find_thirsty_agents;

   // Permit each ego to invite friends in personal network to drink.
   // A friend can only be invited to one party per evening.
   Foreach Ego = Drinkers
      If weekday
         If Ego.sat ≤ Si
            // Ego randomly selects friends in his
            // network to join him for a drink.
            If alters.sat < Ss drink
               Endif
         Endif
      End

      If weekend
         If Ego.sat ≤ Sw
            // Ego randomly selects friends in his
            // network to join him for a drink.
            If alters.sat ≤ Ss drink
               Endif
         Endif
      End

   End

   // Compute group traits in order to find bars.
   Compute_group_trait;

   // Match Group traits with bar traits.
   Match_traits.

   // Select bar that best matches group traits.
   Select_bar;

   // Reset Satiation scores to 1
   Reset_satiation;

   // If end of week, permit bars to change attributes,
   // if they desire.
   Update_bar_traits;

End
```

Simulations

6.1 A total of 174 simulations were conducted in which we systematically studied bar numbers and strategies. We varied the experimental conditions by starting the models off with 5 bars, and running 5 simulations under those conditions. The next batch of simulations allowed 10 bars to exist, in which we ran the model 5 times under those conditions, and so on. We held all other
variables constant according to the entries denoted in Table 4.

Table 4: Initial Agent Parameter Settings

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Meaning</th>
<th>Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Number of Agents</td>
<td>5000</td>
</tr>
<tr>
<td>Prob</td>
<td>Probability of a friendship</td>
<td>.002</td>
</tr>
<tr>
<td>Nbars</td>
<td>Number of bars</td>
<td>5-175</td>
</tr>
<tr>
<td>Nattr</td>
<td>Number of agent and bar attributes</td>
<td>5</td>
</tr>
<tr>
<td>Niter</td>
<td>Total Number of days (iterations) the model is allowed to run.</td>
<td>365</td>
</tr>
<tr>
<td>GridSize</td>
<td>Size of the Lattice: Number of rows and columns.</td>
<td>300 x 300</td>
</tr>
</tbody>
</table>

6.2 Figure 2 represents the lattice where the agents and the bars reside. The stars on the lattice represent bars, while the individual agents are not presented. The colored regions on the map represent cities where the agents and bars reside. This feature of the lattice is reserved so that we may study future research on the income dynamics within cities that are generated for local regions.

6.3 We examined competition among bars by observing the total number of times each bar changed an attribute in the simulation. Figure 3 presents the results of bar variability. In this figure, we observe time on the y-axis, starting at week 1 at the top row and ending at week 52 at the bottom. The columns in the figure denote each bar within the simulation, while the blue and green colors denote whether the bar had changed an attribute or not as time progressed. The four panels denote four separate one-year simulations, each with a different number of bars in the ecosystem.

6.4 As observed in the upper left hand corner of Figure 3, we observe that in the first few weeks of the simulation, the bars competed for the market niche (denoted by the green bars indicating an attribute change), however, as time progressed the bars eventually settled on an equilibrium. However, looking across the panels in Figure 3, we see that as the number of bars increase, the number of times they change attributes also increases. This figure lends qualitative support to our second hypothesis that states that as the number of bars increase within the community, the more bars will compete for market share. It is suggested that as the market becomes saturated, it becomes more and more difficult for businesses to compete in this environment. Therefore, equilibrium is not easily reached among the bars.

Figure 2. Geographic Landscape. Polygon regions denote cities. Stars denote alcohol outlets.
Figure 3. Comparison of four different simulation runs. Images produced from data matrices. Columns denote bars in the simulation. Rows denote time steps (52 weeks). Green cells on the grid denote the time period in which the bar changed an attribute; darker blue cells denote no change of attributes.

6.5 Figure 4 represents the same simulation outcomes except that we are interested in knowing which among the four possible business strategies the bar had relied upon to attract customers.
Results

7.1 We began analysis of the 174 simulation cases with some summary statistics of the quantities of interest, as detailed in Table 5. For each simulation, we averaged the total number of drinking occasions that an agent had had over the course of a year and the average total number of bar attribute changes over the simulation year. We also compute the within-bar and between-bar variability for each simulation for each bar in the simulation.

7.2 Within-bar variability is defined as the trait variance computed across patrons in a bar. This quantity is averaged over time and over the number of bars in the simulation. Between-bar variability is defined as the trait variance of the bars, averaged over time.

Table 5: Summary Scores of Key Variables

<table>
<thead>
<tr>
<th></th>
<th>Average number of drinking occasions</th>
<th>Average number of times that a bar changed attributes (Competition)</th>
<th>Between-bar variability (Bar differentiation)</th>
<th>Within-bar variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>73.2920</td>
<td>1.6000</td>
<td>0.4334</td>
<td>3.7831</td>
</tr>
<tr>
<td>Q1</td>
<td>77.4860</td>
<td>18.2000</td>
<td>1.7599</td>
<td>3.8252</td>
</tr>
</tbody>
</table>

Figure 4. Comparison of business strategies in four different simulation runs. Images produced from data matrices. Columns denote bars and rows denote Time Steps (52 Weeks). Each color identifies the business strategy that the bar used to initiate a business plan.
7.3 These summary statistics give a qualitative impression of the variation in the model output over the simulation runs, but we are unable to draw more quantitative conclusions without controlling for the number of bars (which is the only parameter we varied in this set of simulations).

7.4 Toward that end, a number of regression models, computed via maximum likelihood, were used to analyze the data. Of the variables, Table 5 summarizes the regression models for the dependent variables of interest. Results were analyzed in MatLab 2007a using the statistics toolbox.

### Table 6: Regression Models of key variables of interest

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of drinking occasions average person consumed</th>
<th>Average number of times bar changed attributes (competition)</th>
<th>Between-bar variability (bar differentiation)</th>
<th>Within-bar variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interception</td>
<td>78.992 ** (0.3692)</td>
<td>-1.8970 ** (0.2729)</td>
<td>1.0228 ** (0.0736)</td>
<td>1.4848 ** (0.0500)</td>
</tr>
<tr>
<td>Nbars</td>
<td>.001 (0.3692)</td>
<td>.5448 ** (0.0130)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nbars ^2</td>
<td>-.0027 ** (0.0002)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nbars ^3</td>
<td>.0000 ** (0.0000)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competition</td>
<td></td>
<td>.0448 ** (0.0027)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between-bar variability</td>
<td></td>
<td></td>
<td>-.0683 ** (0.0203)</td>
<td></td>
</tr>
<tr>
<td>Deviance</td>
<td>976.8769</td>
<td>110.3461</td>
<td>24.6682</td>
<td>21272</td>
</tr>
</tbody>
</table>

*p < .05
** p < .01

Standard errors in parentheses.

In Model 4, we logged the dependent variable.

7.5 Our first hypothesis stated that as the number of alcohol outlets increased within a community, the demand for alcohol would also increase. We conducted a simple linear regression to investigate, and we found that this hypothesis is not supported in the current model. There has been some support, however, for this hypothesis in the empirical literature. In future studies, we will examine both wider exploration of the parameter space, as well as individual strategies for changing drinking behavior, within the context of this question.

7.6 Implied in Gruenewald's theory is the notion that bars are engaged in competition. Here, we suggest that the number of times bars change attributes is an indication of competition among bars in the population. We expect that as the number of bars increases, the competition for market share would also increase. The regression results support this hypothesis. A nonlinear relationship was observed, and for visualization purposes a 3rd order polynomial fit was constructed. A graph of this relationship is presented in Figure 5.

7.7 It is interesting to note that a type of saturation occurs for a sufficiently large number of bars: the average rate of competition increases to the point at which all bars change attributes at every time step within the simulation.

7.8 In Hypothesis 3, we suggested that between-bar variability would increase as the competition between bars increases. A positive linear relationship was observed in the model for which we suggest that our hypothesis confirms Gruenewald’s thesis.

7.9 And lastly, Hypothesis 4 presents what we consider a test of ecological niche theory in which we suggest that as the variability between bars increases, the variability within bars decreases. The regression produced a significant relationship, indicating that there is support for the ecological niche hypothesis.
Remarks

8.1 The current paper represents a first step in modeling community drinking social systems. Gruenewald’s theory is a fruitful mechanism by which to explore with computational models. In the future, we intend to model more complex models of the drinking environments.

8.2 Of central concern to the theory proposed in this paper is the idea that competition among bars breeds interesting dynamics for the agents as well as the bar owners. Our current models demonstrate that competition does in fact cause differentiation among the bars. Bar differentiation also allows bars to serve to homogenous clientele.

8.3 The ideas proposed by Gruenewald are interesting in a number of ways. First, Gruenewald’s ideas are primarily motivated by theoretical considerations (Gruenewald 2007). This approach is important and interesting in that the literature is mostly empirical. Second, the theory lends itself, in principle, to empirical investigation. That is, a set of instruments can be constructed for which it would be possible to measure alcohol outlet variability among different communities. Third, the theory can be examined via computational modeling techniques in which we can observe the long-term implications of the theory and modify the theory should the results of the model yield results deemed too unrealistic or impracticable given the assumptions specified in the theory. Lastly, because the theory can be specified via computational methods, we can construct a model that gives us the ability to observe dynamic processes that would be very challenging to observe with empirical data.

8.4 In the future, we intend to model more complex drinking environments as well as public policy and public health concerns. For example, does within-bar homogeneity necessarily lead to the conclusion that “problem individuals” will be attracted to “problem bars,” as suggested by Gruenewald? Might the spatial distribution of alcohol outlets affect rates of individuals driving under the influence of alcohol? In other words, if individuals drive to clusters of alcohol outlets are they more likely to drive under the influence? And, how might social influence cause individuals to adopt drinking habits that are unhealthy? As CAMP continues to mature, the public policy and public health considerations will begin to take more center stage in the modeling efforts.

8.5 Another topic of interest in future work is that of strategy optimization for outlet proprietors. Terano and Naitoh (2004) suggest a utility-based calculation to evolve business strategies to improve profitability through adaptation to consumer behavior. That dominant strategies were rarely observed in that work lends credence to the notion of niches developing.

8.6 The results presented in here represent our first modeling efforts of CAMP. We initiate this model with an eye towards building something simple, for which we intend to modify to represent more realistic features of the agents, the economy, and bar behaviors. Future explorations will be aimed at refining the model towards higher resolution models of agents and bars. Some directions for future improvements follow.

Figure 5. Observing competition among bars
In addition to modeling the frequency that individuals drink, we also intend to model how much individuals drink per sitting.

We intend to make more use of survey data in order to ground the simulation model. For example, the abstract agent identities that we had used to construct our agents could be grounded with real attributes (such as age, gender, ethnicity, sexual preference, and so on) that statistically match the observed data in the LACHS survey.

Bar owners may act more rationally. Algorithms may be designed so that bar owners may implement techniques to find the best niche of their choosing. Under this condition, it would be more possible for bar owners to satisfy the drinking population while also finding economic niches in the spatial environment. This modeling task is closely related to the previously defined problem of individual traits.

More sophisticated networks of agents will be constructed, in which agents are connected to each other via their individual traits (e.g., homophily) and mutual acquaintances.

We plan to model outcomes associated with outlet concentrations. We intend to model some of the central tenets that have concerned alcohol researchers. More specifically, alcohol outlets are often associated with problem areas, such as violent crime and other negative outcomes. Our major goal of this project is to extend the theory to provide a causal explanation of problem bars and problem outcomes.

As observed in our study, the presence of alcohol outlets does not increase alcohol consumption in the overall model. We suspect that individuals may decide not to visit bars if the bars are too different from their personal traits. More work is needed to refine these individual and group decisions.

Under some conditions, bars were unable to satisfactorily find a niche without having to deal with the competition in the drinking environment. Part of the challenge is to ground the model with appropriate numbers of bars with respect to population density, and another difficulty is the (currently unmodeled) cost of changing bar attributes to attract patrons. We expect that in reality bar owners may utilize more sophisticated techniques or heuristics to maximize their decisions to increase profits. We intend to investigate different parameters and configurations to systematically test these assumptions and see how that might set out to change the assortative drinking processes. Alternatively, we may decide to use different business strategies to see if the system ever settles on an equilibrium in which all business owners are in fact satisfied with the number of clientele walking through their bars. Under our current simulation studies, this kind of equilibrium only happens when the number of bars in the simulation is small. A simulation in which we modeled the number of times a bars would change attributes over a period of over five years is presented below in Figure 6. We do not see evidence of an equilibrium in which all of the bar owners are completely happy.

Figure 6. Allowing the simulation model to continue for over five years
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Notes

1 Similarly, it could be argued that one reason why some individuals may not consume alcohol (or to limit their alcohol consumption) is because they also believe that it would improve upon their social, emotional, or cognitive net returns.

2 Other researchers have also used the number of liters typically consumed within a year (e.g., Skog 1985).

3 The mean and scaling parameter were obtained through maximum likelihood estimation. The distribution itself presented a few peculiarities, which made distribution fitting unusual. (1) Individuals tended to record their drinking habits based on 5 unit increments. So, the response categories for 5, 10, 15, 20 tended to have higher frequencies than those response categories in between. (2) Zero counts (those who did not drink within that month) were excluded from the distribution. And (3) there is a sense in which the distribution was censored at day 30, meaning that those who drank more than thirty days are lumped into the 30th day category and so this consequently censors the distribution in a way that it would appear that the distribution was more heavily biased in one direction. We, therefore, excluded (truncated) those who reported to have drank every day in the last 30 days in order to compute these parameters.
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