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## Abstract

The article argues that using cellular automata (CA) is a promising modelling approach to understand social dynamics. The first section introduces and illustrates the concept of CA. Section 2 gives a short history of CA in the social sciences. Section 3 describes and analyses a more complicated model of evolving support networks. The final section summarises the advantages of the CA approach.
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## Introduction

## 1.1

In 1884, Edwin A. Abbott published a work of mathematical science fiction entitled Flatland - A Romance of Many Dimensions under the pseudonym "A. Square" (Abbott 1987). Square is presented as an inhabitant of Flatland which, as its name suggests, is a two-dimensional world. What is more, A. Square is a square. The decisive event in the novel is a strange encounter between Square and Sphere, a solid and three-dimensional being. For some hours, Sphere gives Square an opportunity to look at Flatland from "above", a previously unimaginable perspective. Square learns that there is a third dimension with extraordinary properties. By entering it, one can leave rooms which Flatlanders regard as closed and enter them again wherever one wants. However, in Flatland, expressing the view that a third dimension exists is forbidden by law. Square tries hard but cannot avoid talking about what he has experienced. From time to time he expresses solidarity with the lunatic underground whose members believe in a third
dimension populated by spheres and cubes. On one occasion, he observes that prophets and inspired people are always considered mad by the majority. On another, he describes his voyage in space - although he presents it as an imaginary event in the first instance. Not surprisingly, Square is arrested. Although the court is sympathetic to his defence, he fails to convince them on two counts. Firstly, he is not able to explain his notion of "upwards" and the way in which it differs from "northwards". Secondly, he cannot provide a convincing description of what he is pleased to call a "cube". As a result, Square is sentenced to comfortable but permanent imprisonment. At the end of the novel, after he has already served seven years in prison, Square states: "It is part of the martyrdom which I endure for the cause of the Truth that there are seasons of mental weakness, when Cubes and Spheres flit away into the background of scarce-possible existences; when the Land of Three Dimensions seems almost as visionary as the Land of One or None; nay, when even this hard wall that bars me from my freedom, these very tablets on which I am writing, and all the substantial realities of Flatland itself, appear not better than the offspring of a diseased imagination, or the baseless fabric of a dream" (Abbott 1987, p. 91).

## Cellular Automata and the Idea of Low Dimensional Societies

2.1

Square's memoirs are a plea to think about higher dimensions and the book is devoted to readers willing to do so. However, despite the sympathy that brave Square deserves, this paper takes the opposite approach: we seek to demonstrate that models based on rigorous simplification (especially those that one might call Flatland or checkerboard models) are a promising method for understanding our real world of higher dimensions.
2.2

The class of models I will focus on are called cellular automata (CA). The basic features of a CA are: [1]

- Cells are arranged in a regular D-dimensional grid.
- Every cell adopts a state from a finite set of states.
- Time is discrete.
- Cells change their states according to local rules.
- The same transition rule applies to all cells.
- In each period cells are updated (simultaneously or sequentially).


## 2.3

In this paper, we will show that low-dimensional (and especially two-dimensional) CA are a promising modelling approach for understanding social dynamics. In the remainder of this section, the basics of CA modelling are introduced and illustrated. Section 2 provides a short history of CA in the social sciences and illustrates typical insights produced by CA based models. Section 3 describes and analyses a more complicated CA model of evolving support networks. This section also explores the claim that effective use of CA is more likely to be endangered by excessive complexity than by simplicity.

Section 4 concludes and summarises the advantages of a CA approach.

A basic feature of CA is the assumption of discrete space or an underlying grid structure. Figure 1 provides examples of possible lattices for a two-dimensional CA. To the left we have a finite $9 \times 9$ grid. To the right, the corresponding edges of another finite grid have been "pasted together", resulting in a three-dimensional solid called a torus.


Figure 1: Two-dimensional CA.
Left: without edges pasted. Right: with edges pasted.

## 2.5

A second decisive feature of a CA is locality. This means that all interactions take place only within well defined spatial neighbourhoods. Figure 2 illustrates three different kinds of neighbourhoods in a two-dimensional lattice. Figure 2a shows the so-called von Neumann neighbourhood. For this type of neighbourhood, cells to the north, south, east and west of the dark centre cell are defined as neighbours. Since the centre cell is always part of its own neighbourhood by definition, the centre cell has 5 neighbours in total. In Figure 2 b and 2c, Moore neighbourhoods of different sizes are shown. A Moore neighbourhood also includes diagonal cells to the north east, north west, south east and south west. These always form a square pattern. Obviously Moore neighbourhoods of all sizes are possible, subject only to the dimensions of a given cellular world.

(a)
von Neunsman neighbourhood

(b)
$3 \times 3$ Moore
neighboumbood

(c)
$5 \times 5$ Moore
neighboumhood

Figure 2: Different neighbourhood templates.

Von Neumann and Moore neighbourhoods are based on a rectangular grid structure.
However, triangular, hexagonal and irregular grid structures are also possible (Hegselmann et al. 1998).

To illustrate the other essential features of the CA approach, we will present a simple model of opinion dynamics. ${ }^{[2]}$ We assume a finite, rectangular, 2-dimensional grid and von Neumann neighbourhoods. All cells are occupied by individuals $i$ who have opinions. These opinions are the states of our cells. They are taken from the real interval [ 0,1$]$. Individuals update their opinions by averaging over the opinions of all their neighbours. (Recall that each individual is part of their own neighbourhood.) The same weight is given to the opinion of each neighbour. Let $u_{j}(t)$ stand for an individual $j$ 's opinion in period $t, N_{i}$ for the set of $i$ 's neighbours and $\# N_{i}$ for the number of neighbours. This gives:
$\frac{1}{\# N_{i}} \sum_{j \in N_{i}} u_{j}(t) \rightarrow u_{i}(t+1)$.

## 2.8

A problem arises because without any "correction", this type of averaging leads to an infinite set of possible opinions. By definition, the number of states should be finite in a classical CA. We therefore transform [1] to satisfy the requirement of a finite opinion space. A finite number of opinions is produced by discretising the infinite set of opinion values using the functions shown in Figure 3.


Figure 3. Top: two possible opinions ( 0 and 1 ).
Bottom: three possible opinions ( $0,0.5$, and 1 ).

## 2.9

The possible values of the step functions are the only opinions which can be held. Those values are the input to which we apply the dynamics given by [1]. The result is an opinion $u_{i}{ }^{*}(t+1)$ that in most cases is $n o t$ in the set of possible opinions. However, the step function then returns $u_{i}^{*}(t+1)$ for an opinion $u_{i}(t+1)$ and that is invariably one of the finite set of possible opinions. Subsequently, this output opinion is used as the input for the next period and so on. ${ }^{[3]}$ In short, the procedure to keep opinions discrete is: [4]

$$
\frac{1}{\# N_{i}} \sum_{j \in N} u_{\lambda}(t) \rightarrow \text { step function } \rightarrow u_{i}(t+1)_{[2]}
$$

[2] is the universal transition rule. It is applied sequentially to randomly selected cells, which is to say that the updating procedure used is sequential updating. (Simultaneous updating involves simultaneously applying [2] to all cells.) Figure 4 shows the typical results of simulation runs with $2,5,10,15$, and 30 different opinions. At the beginning all possible opinions have the same frequency in the population. Obviously in all cases, opinion patterns and clusters emerge. The structures shown are stable for ever. In the continuous case shown in Figure 4(f), no step function is applied and the dynamics are driven by [1] instead of [2]. It can be proved analytically that these dynamics always lead to ubiquitous agreement when $t$ tends to infinity (Hegselmann et al. 1998).

(a) 2 possible opinions

(c) 10 possible opinions

(b) 5 possible opinions

(d) 15 possible opinions

(e) 30 possible opinions

(f) continuous opinions
color coding of opinions
Figure 4: Results of simulation runs with 2, 5, 10, 15 or 30 discrete opinions and with continuous opinions.

### 2.10

Figure 4 suggests that the more possible opinions there are, the closer the stable results get to universal consensus and the smoother are the transitions between areas of differing opinion. This observation is borne out by the results of further simulation runs shown in Figure 5. The $x$-axis indicates the number of different opinions for differing degrees of discretisation. The first degree of discretisation yields just 2 opinions, 0 and 1 . The second produces 3 opinions: $0,0.5$ and 1 . The final degree produces 50 possible opinions. For each degree of discretisation, picture the $y$-axis divided into intervals corresponding to the appropriate step function so that the $y$-axis, ranging from 0 to 1 , is divided into 2 intervals for 2 opinions, into 3 for 3 opinions and so forth - although this is not directly visible in Figure 5. We then colour each interval to show the frequency of individuals with that opinion after the system has stabilised. For reliability, we computed the mean frequency of 10 simulation runs per degree of discretisation. The simulations were run on a finite $25 \times 25$ grid with sequential updating, von Neumann neighbourhoods, step functions like those in Figure 2 and dynamics given by [2].


Figure 5: Discrete opinion dynamics with up to 50 possible opinions: Mean frequencies of opinions after convergence.

### 2.11

Figure 5 demonstrates that discretisation of opinions matters a lot. While a system with continuous opinions ends up in ubiquitous agreement, we obtain stable polarisation for discrete opinion change, a dramatically different result. Moreover, Figure 5 shows that the closer we get to the continuous opinion case, the more the stable end configuration is centred on the middle of the opinion space.
2.12

The model just described illustrates some important points about CA based modelling of social dynamics:

- CA models cover basic features of a significant class of social processes in the real world: Over a period of time numerous people interact, interactions and information are local and the neighbourhoods of interaction overlap. Therefore, the CA framework provides a multi agent system that is based on locality and overlapping interaction structures.
- CA based models make it quite clear how certain macro effects are dynamic consequences of decisions and mechanisms operating only at the micro level. Order, structure, clustering and segregation are all generated by such micro level rules. The basic features of CA make it almost impossible not to focus on the evolution of macro structure and emergence of macro properties. From this perspective, we can expect that CA based modelling will contribute to a better understanding of micro/macro relations. [5]
- An essential feature of CA is discretisation of space, time and state. The model
above illustrates that discretisation can matter. The qualitative behaviour of discrete dynamics may be quite different from that in the continuous case. Therefore, if carried out incautiously, CA based modelling may produce artefacts!!6]

In short, though its use is not always completely transparent, CA based modelling seems to be a promising approach for providing a better understanding of social processes.

## A Short History of CA Based Modelling in the Social Sciences

## 3.1

In the natural sciences CA were introduced by John von Neumann and Stanislaw Ulam at the end of the nineteen forties (Neumann 1966) mainly to provide a reductionist abstractions of life and self-reproducing systems. Usually CA based models require a lot of iterated computations. Since computers have become more widely available, many new CA based models have been developed in science and engineering. Nowadays they are used extensively in applications ranging from crystal growth, soil erosion, diffusion and fluid dynamics to modelling the collisions of galaxies (Burks 1970, Demongeot et al. 1985, Wolfram 1986, Toffoli and Margolus 1987, Gutowitz 1991). Moreover, CA can be regarded as parallel processing computers and are therefore of interest to computer scientists. Preliminary steps towards a classification of CA have been made (Wolfram 1984) but analytical understanding has generally remained poor. For this reason, simulation has continued to play an important role in CA research.

It appears that CA based modelling started at about the same time in the social and natural sciences. James M. Sakoda was the first person to develop a CA based model in the social sciences. The model did not see the light of the day as part of the CA literature at the time or make any reference to previous CA research. It was baptised a "checkerboard model". Sakoda published the article The Checkerboard Model of Social Interaction in 1971 ${ }^{\text {[7] }}$ but the basic design of the model was already present in his unpublished dissertation of 1949. The central goal of his model was to understand group formation. The model "grew out of an attempt to portray the interaction in a relocation center during World War II" (Sakoda 1971, p. 120), where members of the Japanese minority in the US were evacuated after Japan's attack on Pearl Harbour.

## 3.3

In Sakoda's model, members of two groups are living on a checkerboard. They have positive, neutral or negative attitudes to each other, called valences. These valences are given by integers. $V_{i j}$ is the valence of an individual $j$ for an individual $i . P$ is the set of all individuals and not all cells are occupied. Individuals get the chance to move to empty sites in their $3 \times 3$ neighbourhood. If there are no empty cells then an individual is permitted to jump over one cell but migration is always local or permitted only within certain limits. An individual $i$ uses a migration option to move to sites where:
is maximised. $d$ is the Euclidean distance between $i$ and $j$. $w$ determines how strongly valences are discounted by distance. The greater $w$, the less the valences are discounted by distance. Sakoda's world is an $8 \times 8$ checkerboard occupied by two groups, each with 6 members. The members of one group are represented as squares and members of the other as crosses. Sakoda analyses different combinations of attitudes. One of these is called segregation, another is called suspicion. These attitudes are shown in Figure 6.

| Segregation | to squares | to crosses |
| :--- | :---: | :---: |
| squares | 1 | -1 |
| crosses | -1 | 1 |


| Suspicion | to squares | to crosses |
| :--- | :---: | :---: |
| squares | 0 | -1 |
| crosses | -1 | 0 |

Figure 6: The attitude combinations segregation and suspicion.

Figure 7 shows the dynamics of group formation under the attitude combination called segregation. It takes very little time before the two groups have organised themselves.


Figure 7: The dynamics of segregation (Sakoda 1971, p. 127).

It is no surprise that the segregation attitude combination leads to two groups living in opposite corners as shown in Figure 7. But the dynamics of suspicion shown in Figure 8 are a surprise:


Figure 8: The dynamics of suspicion (Sakoda 1971, p. 126).

Obviously individuals with neutral attitudes to each other may nevertheless form a segregated group, driven only by negative attitudes to members of another group. However, there is something even more surprising which was not observed by Sakoda: a negative attitude towards the other group combined with indifference towards one's own group may lead to much more massive clusters than under positive feelings for one's own group. To see this effect, larger groups living on larger checkerboards are necessary, something that nowadays can easily be done even with the cheapest computers. Figure 9 demonstrates the effect in a $40 \times 40$ world which has groups with 180 members each. "Squares" are now blue cells and "crosses" are red ones. Everything else is kept constant in the replication.


Figure 9. Left: segregation Right: suspicion.
Both dynamics were started with the same random distribution of cells.

## 3.7

Once this effect has been observed, it is not difficult to explain why neutral attitudes towards one's own group leads to more complete polarisation and clustering. Both
attitude patterns，segregation and suspicion，motivate people to run away from members of the other group．If，under the segregation attitude pattern，members of the same group meet each other while fleeing，the meeting point acquires attraction and may become attractive enough to cause those meeting to stay where they are．Under indifference towards one＇s own group，this is not the case and getting as far away from the others group as possible is the only objective．As an unintended consequence people end up living in one massive cluster of their own colour－with the exception of one blue and one red person who did not escape fast enough and became immured．

## 3.8

These results underline that CA based modelling may contribute to＂insight into basic principles of behavior＂（Sakoda 1971，p．121）and especially to a better understanding of $\mathrm{micro} / \mathrm{macro}$ relations in dynamic social processes．At the same time there is a methodological lesson which is that，for certain effects，the size of a cellular world may matter！

## 3.9

Another early－and much better known－example of CA based modelling was provided by Thomas Schelling．${ }^{[8]}$ In Schelling（1969）he analyses segregation processes． Individuals are assumed to live on a line and belong to two different classes：black and white or，in more abstract terms，stars and zeros．Each individual is in a Moore neighbourhood and receives migration options．Individuals use these to leave their actual neighbourhood if it does not have a required minimum frequency of individuals of their own class．For instance，individuals might wish to live in a neighbourhood where their class is not in a minority．If that requirement is not met，an individual will move to the nearest alternative site where it is．Schelling（1971）elaborates the model and analyses it in more in detail，in particular using a two－dimensional checkerboard world to represent the underlying spatial structure．

### 3.10

Figure 10 demonstrates the results of a neighbourhood formation process．Individuals tried to find neighbourhoods where they were not in a minority position．Each individual is in a $3 \times 3$ Moore neighbourhood．It is noteworthy that Schelling did the simulations without using a computer．

| 0 | \＃ | \＃ | H | H |  |  |  | 0 | 0 |  |  | \＃ | H |  | 0 | 0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 |  | \＃ | 0 | 0 | 0 |  |  | H | H |  |  | \＃ |  | H | 0 |  |  |
| H |  | \＃ | 0 | 0 | H |  | H |  | H |  |  | 0 | \＃ |  | H |  | H |
| H |  |  | H | H |  |  |  | 0 | H | \＃ | \＃ | 0 | 0 |  |  |  |  |
| 0 |  | 0 | 0 | H | H |  | H | H |  |  | \＃ |  | \＃ |  | 0 |  | 0 |
|  | H | 0 | H |  | 0 |  | 0 | H |  |  | 0 | 0 |  |  | H |  | H |
| \＃ | 0 | 0 | ${ }^{H}$ |  |  |  |  |  | 0 | 0 | 0 | \＃ | \＃ | ${ }^{H}$ |  |  |  |
| 0 |  | \＃ | 0 |  |  |  | H |  | H | 0 | 0 | 0 |  |  |  |  | H |
| 0 |  | \＃ | 0 |  |  |  |  |  | H | H | 0 |  |  |  |  |  | H |
| 0 | 0 |  |  |  | H |  |  |  | 0 | H | 0 | 0 | 0 | 0 | H |  | H |
|  | 0 | \＃ | H | 0 | 0 |  | 0 | 0 |  | 0 | H | \＃ |  | 0 | H |  | H |
| H |  | 0 | H | 0 | H |  |  | 0 | 0 | H | 0 | H | 0 |  | 0 |  |  |
|  | 0 | 0 |  |  | 0 |  | 芴 | 0 | H | 0 | 0 | 0 |  |  | \＃ |  | H |


| H | H | H | \＃ | H |  |  |  |  |  | H | H | \＃ | \＃ |  | 0 |  | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H | \＃ | H | \＃ | H | \＃ | H | \＃ | \＃ | H | \＃ | \＃ | \＃ |  | H | \＃ 0 |  | 0 |
| \＃ | \＃ | \＃ | \＃ | H | \＃ | ＋ | H | H | H | \＃ | \＃ |  | H | H | ＋ 0 |  | 0 |
| H |  |  | \＃ | H | H |  | \＃ | \＃ | H | H | \＃ |  |  | H | H0 |  | 0 |
| 0 | 0 | 0 | 0 | H | H |  | \＃ | \＃ | H | H | H |  | H |  |  |  |  |
|  | 0 | 0 | 0 | ， | 0 |  | \＃ | H | H | 0 | 0 |  | H |  | H | 星 | H |
|  | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | H | H | 茄 |  |  |
| 0 |  |  | 0 |  | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 |  |  |  |  | \＃ |
| 0 |  |  | 0 |  |  |  |  |  |  |  | 0 |  |  |  |  |  | \＃ |
| 0 | 0 |  |  |  |  |  |  |  | 0 |  | 0 | 0 | 0 |  | H |  | \＃ |
|  | 0 |  |  | 0 | 0 | 0 |  | 0 |  | 0 |  |  | 0 | 0 | －${ }^{\text {H }}$ |  | \＃ |
|  |  | 0 |  | 0 |  |  |  | 0 | 0 |  | 0 |  | 0 | 0 |  |  |  |
|  | 0 | 0 |  |  | 0 |  |  | 0 |  | 0 | 0 | 0 |  |  | H |  | H |

Figure 10．Left：random distribution（Schelling 1971，p．155）．Right：segregation（Schelling 1971， p．157）．

### 3.11

Obviously an extremely high degree of segregation may result from decisions based only
on the principle that an individual does not want to live in a minority. Even with a neighbourhood preference which requires as little as $30 \%$ of one's own group, we still obtain severe segregation as Figure 11 demonstrates, based on a replication of Schelling's model by computer simulations. All four simulations start with the same random distribution of blue and red cells. The neighbourhood size is $11 \times 11$ and empty cells count as "others". Dissatisfied individuals move to locations which are as near as possible to their neighbourhood preference. They are indifferent between all locations which meet their neighbourhood preference.


Figure 11: Experiments with different neighborhood preferences.

### 3.12

Obviously, a high degree of segregation occurs whether individuals only dislike being in a minority position or are far more clannish and require at least $90 \%$ of their own kind in the neighbourhood. Only a neighbourhood preference of significantly less than $30 \%$ for one's own group can prevent severe segregation. As in Sakoda's case, the fundamental insight is again that rules applied on a micro level may produce macro effects that are surprising from the researcher's perspective and unintended from the actor's point of view.

### 3.13

Sakoda never referred to CA and neither did Schelling. The concept (as used in the
natural sciences) was obviously not known to them at the beginning of the seventies. Nevertheless, checkerboard models share with CA basic features like discrete space, discrete time and the importance of neighbourhoods and locality. That the checkerboard models of both Schelling and Sakoda essentially focus on migration (moving around and looking for partners or attractive neighbourhoods) does not matter: moving is just an application of a rule by which an occupied cell and an empty one exchange their states.

### 3.14

The first person who explicitly classified checkerboard models as CA was the economist Peter S. Albin in his book The Analysis of Complex Socioeconomic Systems (Albin 1975, see also Albin 1998). He was also the first to stress the enormous potential of CA and finite automata for understanding social dynamics.

Nevertheless, it is only within the last decade that CA based models have been used more frequently in the behavioural and social sciences. ${ }^{[9]}$ In social psychology, Nowak et al. (1990) have developed a two-dimensional CA model of evolution in attitudes. In economics, Keenan and O'Brien (1993) use a one-dimensional CA to model and analyse pricing in a spatial setting. Axelrod (1984, pp. 158ff.) made the first steps in analysing the dynamics of cooperation within a CA framework, although he did not refer to his model as a CA. Nowak and May (1992, 1993) developed the idea and studied the dynamics of cooperation using a two-dimensional CA with two-person games as building blocks. Bruch (1993) and Kirchkamp (1994) follow the same line, but use different and more sophisticated learning rules. The same framework is used in Messick and Liebrand (1995), who analyse the dynamics of three different decision principles. ${ }^{[10]}$ A substantial number of the artificial societies described in Epstein and Axtell (1996) are based on CA modes. Gaylord and D'Andra (1998) describe a toolkit for CA based modelling of social dynamics using MATHEMATICA.

## The Evolution of Support Networks ${ }^{[11]}$

## 4.1

The agents and environments in the models described by Sakoda and Schelling are fairly simple. In this section, we present a model in which the agents are more individualistic, have much better developed cognitive capacities and cope with tasks of greater complexity. The central question the model addresses is how networks of mutual support can evolve in a world:

- which is exclusively inhabited by rational egoists,
- who are unequal in that they need help with different probabilities,
- must choose their partners themselves,
- and will choose those partners in opportunistic ways?


## 4.2

The general idea is to model support relationships using a two person support game. Agents play that game simultaneously with all their neighbours. From time to time,
agents get the chance to migrate in their two-dimensional checkerboard world. Migration allows agents to move to neighbourhoods they find more attractive. The following subsections describe the central components of the model in more detail.

## (A) Support Game

## 4.3

The basic game is specified in figure 12. It is a fundamental characteristic of the game that both players will become dependent on help with a certain probability, $p_{1}$ or $p_{2}$. These probabilities remain constant throughout the game. $\left(1-p_{1}\right)$ and $\left(1-p_{2}\right)$ are therefore the probabilities that player 1 and player 2 will not become needy. The first move of the game is made by Nature. According to the probabilities $p_{1}$ and $p_{2}$, Nature decides whether both players, only one player, or neither is in need of help. If a player needs help, they cannot help anyone else. On the other hand, a player who is not in need of help has to decide whether they want to help or not. This decision is a move in the game and players who are not able to help cannot make a move. Thus, depending on Nature's chance moves, player 1, player 2 or neither is in a position to make a move.


Figure 12: Support game ${ }^{[12]}$

Because $M>H$, neither player will give support to the other at their respective decision nodes. For this reason, not helping at all is a dominant strategy. This remains true even when the mutual support is profitable for both players. That is the case if for both players it holds that:

$$
p_{i}\left(1-p_{j}\right)(S-D)>p_{j}\left(1-p_{i}\right)(M-H) \quad \dot{i} j=2 \text { and } \dot{i} \neq j \cdot[5
$$

Provided that the condition in [5] is fulfilled the expected payoff for mutual support is greater than the expected payoff for not giving support to each other. Therefore [5] describes a condition under which the solution of the support game becomes inefficient. If characterised as a matrix game one can easily verify that [5] describes a condition under which the support game turns into a 2-person Prisoner's Dilemma. We will refer to [5] as the PD-condition.

It is a well-known fact (Taylor 1987, Axelrod 1984, Friedman 1986) that iterated Prisoner's Dilemma games can have cooperative equilibria resulting from "supergame strategies" supporting cooperation in all constituent games. In this sense Prisoner's Dilemma games are "cooperatively soluble", a result which is also applicable to support games. ${ }^{[13]}$ This result can be interpreted as asserting that cooperative supergame equilibria exist if the probability of being involved in a further iteration of the game is sufficiently high.

An iterated support game has a cooperative solution if and only if, for both players, it holds that:

$$
a_{i} \geq \frac{1}{1-p_{j}\left(1-p_{i}\right)+p_{i}\left(1-p_{j}\right) \frac{S-D}{M-H}}=a_{i}^{t} \quad i, j=1,2 \text { and } i \neq j_{[66}
$$

[6] is based on the assumption that it is only in cases of unilateral emergency that one player can infer whether the other is cooperating or defecting. I will refer to [6] as the COOP-condition. ${ }^{[14]}$

## (B) Interaction Structure

4.6

It is assumed that individuals belong to nine different risk classes which become needy with probabilities $0.1,0.2, \ldots, 0.9$. They live on the surface of a torus and the interaction neighbourhood is von Neumann. An initial distribution of individuals and empty cells is randomly generated.

## (C) Migration Options

In each period a random number generator allocates migration options according to an exogenous probability. Individuals are not obliged to use the migration options which are allocated to them. Migration is possible within a certain migration window, but only to vacant destination cells. Migration options are evaluated and used in sequential order according to the results of a lottery. After all migration options have been dealt with, a new period starts. The migration window (a square with a side length which is always an odd number of cells centred on the individual with the migration option) has the same size for all individuals. 11 cells on a side is a typical value.

## (D) Generally Accessible Information and Intelligence

4.8

Each individual knows the risk classes of all his real (or potential) neighbours and the payoffs of the support game. The probability of getting migration options is common knowledge and is used to calculate a pessimistic proxy for retaining ones neighbours and therefore having a further round of play with them in the next period. "Pessimistic" means that individuals assume that every migration option will be used. If $q$ is the probability for getting a migration option the probability of stability, $a$, is $(1-q)^{2}$. Using all this information, each individual decides whether conditions [5] and [6] are fulfilled. If both conditions are met, two neighbours will support each other. ${ }^{[15]}$ Otherwise, both of them will defect.

## (E) Partners Of Different Attractiveness

4.9

Everyone knows that partners of different risk classes are of different attractiveness. All individuals can work out that, relative to their own risk class, they are in the best possible social position when surrounded by four individuals which are members of the best risk class willing to engage in support relationships with them. On the other hand, the worst social positions involve being surrounded by empty cells or individuals with whom support relations are not possible. An individual will be satisfied with any social position which offers a certain fraction of the difference between the payoff in the best and the worst social positions. This fraction is called minimum level. Satisfied individuals will migrate only if they can move to a position which is at least as good as that they currently occupy. Dissatisfied individuals will take every migration option they are offered, even moving to worse locations in the hope of gaining access to better positions which may be accessible from the new location.

### 4.10

In the following subsections, I will describe three experiments. The initial conditions can be seen in Figure 13. They differ with respect to the probabilities with which individuals get migration options. Note that the possibility of functioning support relations between members of different risk classes is affected by that probability. All other parameters are kept constant.

## Support Networks

## Basics

interaction window: von Neumann neighbourhood.
migration window: $11 \times 11$ with the given position in the centre.
world: $\quad 21 \times 21$ (torus).

## Class structure

individuals per risk class: 35 , giving a total of 315 individuals and 136 empty sites.

## Payoffs and minimum level

Saved $=5$, Drowned $=1$, Move on $=7$ and $H$ elp $=6$ so $(S-D) /(M-H)=4$ and the minimum level is $50 \%$.

Probabilities for getting migration options
$0.05 \Rightarrow>a=0.903$ (first experiment)
$0.10 \Rightarrow a=0.810$ (second experiment)
$0.15 \Rightarrow a=0.723$ (third experiment)
Use of migration options

- Dissatisfied individuals choose the best alternative location.
- Satisfied individuals move only if the alternative location is at least as good as their current one.
- Individuals who know they cannot find partners at all move randomly.

Figure 13: Initial conditions

### 4.11

Figures 14 to 16 show the evolved structures of the different societies after 2000 periods. Each society started with the primordial soup shown in Figure 13. Note that:

- Black cells are empty.
- Round cells are dissatisfied because they either get less than the minimum expected payoff level of $50 \%$ or because under the given conditions they do not have any chance of finding partners for mutual support.
- Filled cells are satisfied.
- Short white lines connecting two individuals indicate functioning support relations between them.
- Different colours represent different risk classes according to the legend underneath the figures. Risk class 1 (dark blue) becomes needy with a probability of 0.1 , risk class 2 (light blue) with a probability of 0.2 and so on.


Figure 13: primordial soup


Figure 15. Second experiment: chance for migration $10 \%$


Figure 14. First experiment: chance for migration 5\%


Figure 16. Third experiment: chance for migration $15 \%$

Even a superficial inspection makes it clear that well-ordered support networks emerge from the primordial soup. This shows that support networks can evolve even in a world of rational egoists, differently endowed by nature and choosing their partners opportunistically. Closer inspection reveals more interesting details of the support networks.
4.13

In the first experiment, members of class 1 establish support relations mostly amongst themselves. However, some support relations also exist with members of class 2. Members of the latter class live on the perimeter of the areas occupied by class 1. Quite often we find members of class 3 themselves on the perimeter of the areas occupied by class 2, and members of classes 4 and 5 follow the same annular pattern. Class 9 members can find partners only in classes 8 and 9 so members of these classes live as "outcasts" at the outer borders of the network. It is also clear that class segregation is less strong among those in intermediate risk classes.

### 4.14

In the second experiment, members of the extreme risk classes establish support relations only amongst themselves. In different areas we find closed networks of members of those
classes. Members of class 2 seem to form the cores of networks which are often surrounded by members of class 3 . Around these, we find members of classes 4 and 5 . It is now members of classes 6 and 7 who are living on the edges of the networks. As before, it is individuals in the intermediate risk classes which display the least class segregation.

### 4.15

In the third experiment, members of classes 1 and 9 cannot find partners at all and it is now classes 2 and 8 whose members establish support networks only amongst themselves. Often members of class 3 form the nucleus for networks in which they are surrounded by members of class 4 with members of classes 5 , then 6 , around them. The members of class 7 are strongly segregated, living almost entirely as neighbours of either class 6 members or members of their own class.

### 4.16

For a deeper understanding of this network structure, one should ask two questions:

- Which classes are capable of establishing support relations?
- How attractive are partners from different classes?


Figure 17: PD and COOP-condition for $(S-D) /(M-H)=4$.

### 4.17

The first question is answered in Figure 17, which presents the PD and COOP-conditions visually. The horizontal axis represents the probabilities of becoming needy ( $p_{1}$ and $p_{2}$ ). The vertical axis indicates the threshold probability of stability ( $a^{+}$) which makes support relations an equilibrium according to [6]. If there is no $a^{+}$value, then condition [5] is not met and this is a case in which mutual support does not pay off at least for one of the players. Figure 18 is a 2 -dimensional version of Figure 17. In Figure 18 the $a^{+}$value is presented using a colour code.

### 4.18

Looking at Figures 17 and 18 suggests two conditions for the existence of functioning support relations between different classes:

- The risk classes must not be too far apart.
- Intermediate risk classes may be further apart than extreme risk classes.
4.19

The two figures also suggest two conditions regarding the probability of stability, which is necessary for mutual support:

- The further apart risk classes are, the more stringent the conditions for stability.
- The stringency of the stability conditions rises as the risk classes that are paired become more different in their neediness.

The last point - a direct consequence of [6] - may seem surprising at first glance. The explanation is that two individuals of extreme risk classes are facing a problem which members of intermediate classes only experience to a much lesser degree. It is very likely that two members of the least needy risk class will not need help. Two members of the most needy risk class will probably be in need of help simultaneously and thus neither of them will be in a position to help the other. In both cases, unilateral emergencies become rare events. For this reason, the expected utility of mutual support decreases at the extremes. At the same time, it becomes more difficult to find out whether other individuals are cooperating or defecting. Therefore, probabilities of stability which makes support relations effective for intermediate risk classes may not be sufficient for the extreme risk classes.


Figure 18: The colours indicate the probability $\left(a^{+}\right)$that has to be exceeded to meet the COOPcondition [6] for a given pairing of risk classes. Black indicates that the PD-condition [5] is not met for that pair of risk classes. As before $(S-D) /(M-H)=4$.

Using these figures, it is easy to explain some of the features of the evolved networks displayed in the experiments. With an increasing probability of getting migration options, the pessimistic proxy for the probability of stability decreases. Therefore the lens shaped area of pairs for which mutual support is a feasible solution shrinks. In the first
experiment we have functioning support relations even amongst members of classes 1 and 2 and, furthermore, amongst members of classes 8 and 9. In the second experiment, based on a lower probability of stability, those classes were too far apart to make mutual support a possibility. In the third experiment, mutual support in classes 8 and 9 is also ceases, owing to the fact that the continuing decrease in stability progressively removes the possibility of mutual support for the extreme classes. Figure 19 gives a general overview of problems of pairing in our setting.

| RISK | quite bad | middle risk |
| :--- | :--- | :--- |

Figure 19: Problems of pairing.

To understand the annular structure of the evolved networks, one cannot only concentrate on pairings for which mutual support is possible. It is also necessary to consider the differential attractiveness of classes. By doing this one finds the answer to the second question posed above. The decisive point is the size of the support surplus $\left(P_{\mathrm{ij}}\right)$ which is the difference between the expected benefits and costs for a member of class $i$ engaging in mutual support with a member of class $j$.

$$
\begin{equation*}
P_{i j}=p_{\lambda}\left(1-p_{j}\right)(S-D)-p_{\lambda}\left(1-p_{j}\right)(M-H) . \tag{7}
\end{equation*}
$$

### 4.22

Only if the surplus is positive will a rational egoist consider engaging in mutual support (the PD-condition). Only if the probability of stability is high enough, will they actually support each other (the COOP-condition). $P_{\mathrm{ij}}$ depends on $p_{\mathrm{j}}$ (the other's probability of becoming needy) and can be maximised by finding a partner belonging to the lowest risk class in which conditions [5] and [6] are still met. Consequently, members of more needy classes try to become neighbours with members of less needy classes with whom support relations are nonetheless feasible. Unfortunately for them, these less needy individual are themselves looking for neighbours who are less needy still. More needy classes are satisfied with less needy neighbours, but it is just that which makes those less needy
individuals willing to move. This effect becomes more severe when there are wider possibilities for functioning support relations between different risk classes. The widest possibilities exist in the first experiment, and that is precisely the experiment in which we find the highest frequency of dissatisfied agents (coloured circles). Figure 20 compares the first and second experiments.


Figure 20: Percentages of satisfied agents in different classes. Left: first experiment. Right: second experiment.

### 4.23

Since the evolved network structures in both experiments are not totally stable, the frequencies of satisfied individuals fluctuates, but only slightly. Turning to the third experiment, note that the dark blue circles (class 1 ) and the dark red circles (class 9 ) are circles only because, with the prevailing probability of stability, there isn't any class with whom they can establish support relations, not even their own. Therefore, under our previous definition of satisfaction, they are satisfied: trivially, they get at least $50 \%$ of what they could get if all their neighbours were members of the best risk class willing to engage in mutual support with them because that class is null. Agents are realistic and their view of an ideal neighbourhood is not based on wishful thinking about who is prepared to take part in mutual support relations with them. That explains why, in the first experiment, less than $30 \%$ of class 9 individuals are satisfied, while in the second experiment they all are. In the second experiment, members of class 9 know that they can only establish support relations within their own class and this they do. In the first experiment, better partners exist for members of class 9 , namely members of class 8 , but the latter group are looking for members of better classes themselves. In short: The wider the possibilities for pairings between classes, the more dissatisfied agents one can expect to observe.




Figure 21. Average network dividend in all classes over 2500 periods. Top: first experiment.
Middle: second experiment. Bottom: third experiment. Colours indicate classes.

### 4.24

The fact that finding a partner makes an agent better off is a trivial truth in our simulated world. But who gains what? An agent neither giving nor getting help in any of the 4 support games with his neighbours receives the payoff:
$\Pi_{i}^{\min }=4\left({ }_{i} D+\left(1-p_{i}\right) M\right)$
Obviously, the lower $p_{\mathrm{i}}$, the higher $\Pi_{i}^{\text {min }}$ . Let $\Pi_{j}^{l}$ be the total payoff for a member of
class $i$ in period $t$. Then:
$\Delta_{i}^{t}=\Pi_{i}^{t}-\Pi_{i}^{\min }$
is what a member of class $i$ gets in period $t$ due to successfully established support relations. Let's call $\Delta_{t}^{t}$ the network dividend. Figure 21 shows the development of the average network dividend for all 9 classes over 2500 periods for the three experiments.

### 4.25

The decisive point about the network dividend is that obviously the winners are in neither the best nor the worst risk classes. The winners are those in intermediate risk classes. In consequence, despite the class segregation accompanying the evolution of the network, equality (measured by the Lorenz curve or the Gini coefficient) increased in all three experiments. ${ }^{[16]}$ At the same time, the total wealth expressed in terms of aggregated payoffs increased as well.
4.26

The model shows at least five interesting effects:

- Even in a world of rational egoists with unequal endowments, support networks can evolve.
- These networks will be characterised by some class segregation.
- For intermediate classes, it is easier, comparatively speaking, to find partners for mutual support. In terms of network dividend those in intermediate neediness classes are the winners.
- The wider the range of classes whose members could establish functioning support relations among each other the higher the frequency of individuals dissatisfied with their network position.
- With the evolution of support networks and despite the accompanying class segregation, the equality of the payoff distribution increases.


### 4.27

One might summarise the situation rather provocatively: rational egoism, class segregation, increasing equality and increasing wealth go hand in hand. Nevertheless, as the chances of finding more attractive partners become better, more people will end up dissatisfied even with higher payoffs - at least in our model. The latter point has to be stressed since we did not address the question of empirical adequacy at all.

## Why CA Based Modelling and Simulations?

5.1

The foregoing examples were presented to provide some evidence that CA based modelling is a fruitful approach to the understanding of social dynamics. Locality, overlapping neighbourhoods, and repeated interaction are properties of a significant class of dynamic social processes. CA based models include those features and are particularly
well suited to contribute to a better understanding of micro/macro relations. However, they also have additional advantages:

- The macro effects in CA based models are often good examples (and sometimes even paradigmatic cases) of unintended consequences in social action. In Schelling's models, individuals do not intend to live in completely segregated areas. Nevertheless, that is where they end up living. In the support network model described above, individuals are interested in maximising their utilities and not in segregation (or increasing overall equality). But the latter effects are exactly what they produce by their maximising behaviour. Thus, CA based modelling can contribute to a better understanding of unintended consequences.
- Using CA based models of "artificial" worlds, it will often be possible to produce both quantitative explanations and predictions. But one can use these to learn about the "real" world as well. What can often be taken away from CA models might be called qualitative understanding of mechanisms. For instance, analysts finding racial segregation of neighbourhoods without racist neighbourhood preferences of their inhabitants could try to explain their findings via Schelling's segregation model. At the same time analysts may get an increased confidence in their findings if they are supported by results in an artificial world which is "similar enough". (Obviously a great deal of methodological work is yet to be done in order to clarify concepts like "similarity", "qualitative understanding", "stylised facts" etc. These concepts are widely used. But our understanding of them has remained intuitive and poor. It is a pity that philosophy of science has not yet discovered modelling and simulation as a frontier of methodological research.)
- The CA approach does not exclude centralised institutions in the model. For example, one might have an institution providing certain kinds of common knowledge about what is going on in the world. CA based modelling is therefore flexible enough to allow for narrow or wide definitions of locality and provides a natural framework for studying social self-organisation and corresponding political or economic manifestations based on the "invisible hand" paradigm. According to that paradigm, individuals acting in a more or less self-interested way will nevertheless produce desirable collective results on the macro level. Since that claim is a hypothesis and not an a priori truth, CA based modelling is an important framework for basic research on a fundamental question about societal organisation (Epstein and Axtell 1996, Guenther et al. 1997).
- Just as the CA approach may demonstrate unintended consequence for individuals, it may also indicate to researchers the surprising and previously unsuspected consequences of their theoretical assumptions. In general, our deductive capabilities are not that good. This becomes crucial when we are trying to understand processes in which numerous agents interact repeatedly. Since modelling these dynamic processes requires complex and numerous calculations, simulation is a useful deductive method for exploring the consequences of our theories. Simulation results can be related to existing empirical knowledge, they can stimulate new empirical studies and suggest theorems which can then be proved by analytical means. Modelling and simulation are therefore appropriate tools both for exploring current
theoretical assumptions and developing new theories.
- CA based modelling also provides a convenient modelling environment for analysing the effects of different microfoundations in human decision making. It is possible to compare agents making use of adaptation and learning with those which are more rational, calculative and anticipatory (Flache and Hegselmann 1998). We can also compare agents with egoistic and altruistic preferences.
- In CA based models, one finds an inherent "spirit of simplicity" when approaching complexity. With regard to social applications, the subjects of analysis may be single elementary social interactions and mechanisms: looking for attractive partners, deciding to cooperate or defect, undergoing mutual influence, or finding a neighbourhood which meets certain requirements. Models of this type are totally different from "climate" models, where numerous different mechanisms and modules interact and interfere. "Thick models" (Kliemt 1996) like this make sense only if all their components are sufficiently well understood. Such models therefore tend to be found in more mature sciences and not usually in the social sciences.[17] CA based modelling allows us to focus on the dynamics of elementary social interactions. Given the modest state of the art in the social sciences, CA based modelling seems to be an appropriate approach.


## Notes

${ }^{1}$ A short and well written introduction to CA is provided in Casti ( 1992, volume 1, chapter 3).
${ }^{2}$ The model is basically a special case of French (1956), Harary (1959) and Abelson (1964). See also Nowak et al. (1990) and Hegselmann et al. (1998).
${ }^{3}$ As states we use a finite number ( $n$ ) of real valued opinions. It would be just as easy to represent opinions by integer values but this would not affect any of the arguments presented in the paper.
${ }^{4}$ Obvously, the step functions in Figure 3 are not the only method for obtaining a finite number of possible opinions from an infinite set of real valued opinions. For example, it might be more realistic to assume that a particular opinion is adopted with a probability that declines with the distance between that opinion and $u_{i}^{*}(t+1)$. However, we do not investigate this possibility, because this paper focuses on illustrating the CA framework rather than demonstrating the empirical adequacy of a particular model.
${ }^{5}$ That includes the possibility of modelling and understanding micro/macro feedback loops within the CA framework.
${ }^{6}$ For a discussion of artefacts related to updating procedures see Huberman and Glance (1993) and Hegselmann (1996).
${ }^{7}$ This model plays an important role in Lehman (1977), an early introduction to computer simulations for social scientists.
${ }^{8}$ Another early application of checker board modelling is Hägerstrand (1965) where it is used to analyse the diffusion of new agricultural techniques.
${ }^{9}$ This is due to the fact that those models ask for a great deal of iterated computation even if very simple assumptions are used. It has become progressively easier since userfriendly programming languages and powerful debugging tools have been created. Nowadays corresponding hardware and software is also available to social scientists.
${ }^{10}$ For recent overviews of research on social dilemmas see Schulz et al. (1994) and Liebrand and Messick (1996).
${ }^{11}$ The model was originally developed in Hegselmann ( 1994a, 1994b).
${ }^{12}$ In what follows, it is always assumed that $D<M$. When $D>M$ we get support games in which those in need of help are those with favourable opportunities which they cannot take advantage of without support from another actor.
${ }^{13}$ But notice that there are also many other equilibria.
${ }^{14}$ The proof of [6] only exists as a manuscript available from the author.
${ }^{15}$ This implies that we can assume that the equilibrium selection problem has been solved!
${ }^{16}$ Details will be demonstrated in another article.
${ }^{17}$ For an analysis of different types of simulations see Hartmann ( 1996), Kliemt (1996) and Troitzsch (1998).
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